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PREFACE

The need for power system dynamic analysis has grown significantly in
recent years. This is due largely to the desire to utilize transmission networks
for more flexible interchange transactions. While dynamics and stability
have been studied for years in a long-term planning and design environment,
there is a recognized need to perform this analysis in a weekly or even daily
operation environment. This book is devoted to dynamic modeling and
simulation as it relates to such a need, combining theoretical as well as
practical information for use as a text for formal instruction or for reference
by working engineers.

As a text for formal instruction, this book assumes a background in
electromechanics, machines, and power system analysis. As such, the text
would normally be used in a graduate course in electrical engineering. It has
been designed for use in a one-semester (fifteen-week), three-hour course.
The notation follows that of most traditional machine and power system
analysis books and attempts to follow the industry standards so that a tran-
sition to more detail and practical application is easy.

The text is divided into two basic parts. Chapters 1 to 6 give an in-
troduction to electromagnetic transient analysis and a systematic derivation
of synchronous machine dynamic models together with speed and voltage
control subsystems. They include a rigorous explanation of model origins,
development, and simplification. Particular emphasis is given to the con-
cept of reduced-order modeling using integral manifolds as a firm basis for
understanding the derivations and limitations of lower-order dynamic mod-
els. An appendix on integral manifolds gives a mathematical introduction
to this technique of model reduction. Chapters 6 to 9 utilize these dynamic
models for simulation and stability analysis. Particular care is given to the
calculation of initial conditions and the alternative computational methods
for simulation. Small-signal stability analysis is presented in a sequential

xi



xii PREFACE

manner, concluding with the design of power system stabilizers. Transient
stability analysis is formulated using energy function methods with an em-
phasis on the essentials of the potential energy boundary surface and the
controlling unstable equilibrium point approaches.

The book does not claim to be a complete collection of all models and
simulation techniques, but seeks to provide a basic understanding of power
system dynamics. While many more detailed and accurate models exist
in the literature, a major goal of this book is to explain how individual
component models are interfaced for a system study. Our objective is to
provide a firm theoretical foundation for power system dynamic analysis to
serve as a starting point for deeper exploration of complex phenomena and
applications in electric power engineering.

We have so many people to acknowledge for their assistance in our careers
and lives that we will limit our list to six people who have had a direct impact
on the University of Illinois power program and the preparation of this book:
Stan Helm, for his devotion to the power area of electrical engineering for over
sixty years; George Swenson, for his leadership in strengthening the power
area in the department; Mac VanValkenburg, for his fatherly wisdom and
guidance; David Grainger, for his financial support of the power program;
Petar Kokotovic, for his inspiration and energetic discussions; and Karen
Chitwood, for preparing the manuscript.

Throughout our many years of collaboration at the University of Illinois,
we have strived to maintain a healthy balance between education and re-
search. We thank the University administration and the funding support of
the National Science Foundation and the Grainger Foundation for making
this possible.

Peter W. Sauer and M. A. Pai
Urbana, Illinois



Chapter 1

INTRODUCTION

1.1 Background

Power systems have evolved from the original central generating station con-
cept to a modern highly interconnected system with improved technologies
affecting each part of the system separately. The techniques for analysis of
power systems have been affected most drastically by the maturity of digi-
tal computing. Compared to other disciplines within electrical engineering,
the foundations of the analysis are often hidden in assumptions and meth-
ods that have resulted from years of experience and cleverness. On the one
hand, we have a host of techniques and models mixed with the art of power
engineering and, at the other extreme, we have sophisticated control systems
requiring rigorous system theory. It is necessary to strike a balance between
these two extremes so that theoretically sound engineering solutions can be
obtained. The purpose of this book is to seek such a middle ground in the
area of dynamic analysis. The challenge of modeling and simulation lies in
the need to capture (with minimal size and complexity) the “phenomena of
interest.” These phenomena must be understood before effective simulation
can be performed.

The subject of power system dynamics and stability is clearly an ex-
tremely broad topic with a long history and volumes of published literature.
There are many ways to divide and categorize this subject for both education
and research. While a substantial amount of information about the dynamic
behavior of power systems can be gained through experience working with
and testing individual pieces of equipment, the complex problems and oper-
ating practices of large interconnected systems can be better understood if

1



2 CHAPTER 1. INTRODUCTION

this experience is coupled with a mathematical model. Scaled-model systems
such as transient network analyzers have a value in providing a physical feel-
ing for the dynamic response of power systems, but they are limited to small
sizes and are not flexible enough to accommodate complex issues. While
analog simulation techniques have a place in the study of system dynamics,
capability and flexibility have made digital simulation the primary method
for analysis.

There are several main divisions in the study of power system dynam-
ics and stability [1]. F. P. deMello classified dynamic processes into three
categories:

1. Electrical machine and system dynamics

2. System governing and generation control

3. Prime-mover energy supply dynamics and control

In the same reference, C. Concordia and R. P. Schulz classify dynamic studies
according to four concepts:

1. The time of the system condition: past, present, or future

2. The time range of the study: microsecond through hourly response

3. The nature of the system under study: new station, new line, etc.

4. The technical scope of the study: fault analysis, load shedding, sub-
synchronous resonance, etc.

All of these classifications share a common thread: They emphasize that
the system is not in steady state and that many models for various com-
ponents must be used in varying degrees of detail to allow efficient and
practical analysis. The first half of this book is thus devoted to the subject
of modeling, and the second half is devoted to the use of interconnected
models for common dynamic studies. Neither subject receives an exhaustive
treatment; rather, fundamental concepts are presented as a foundation for
probing deeper into the vast number of important and interesting dynamic
phenomena in power systems.

1.2 Physical Structures

The major components of a power system can be represented in a block-
diagram format, as shown in Figure 1.1. While this block diagram rep-
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resentation does not show all of the complex dynamic interaction between
components and their controls, it serves to broadly describe the dynamic
structures involved. Historically, there has been a major division into the
mechanical and electrical subsystems as shown. This division is not absolute,
however, since the electrical side clearly contains components with mechan-
ical dynamics (tap-changing-under-load (TCUL) transformers, motor loads,
etc.) and the mechanical side clearly contains components with electrical dy-
namics (auxiliary motor drives, process controls, etc.). Furthermore, both
sides are coupled through the monitoring and control functions of the energy
control center.

1.3 Time-Scale Structures

Perhaps the most important classification of dynamic phenomena is their
natural time range of response. A typical classification is shown in Fig-
ure 1.2. A similar concept is presented in [6]. This time-range classification
is important because of its impact on component modeling. It should be
intuitively obvious that it is not necessary to solve the complex transmission
line wave equations to investigate the impact of a change in boiler control
set points. This brings to mind a statement made earlier that “the system
is not in steady state.” Evidently, depending on the nature of the dynamic
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disturbance, portions of the power system can be considered in “quasi-steady
state.” This rather ambiguous term will be explained fully in the context of
time-scale modeling [2].

1.4 Political Structures

The dynamic structure and time-range classifications of dynamic phenomena
illustrate the potential complexity of even small or moderate-sized problems.
The problems of power system dynamics and stability are compounded im-
mensely by the current size of interconnected systems. A general system
structure is shown in Figure 1.3. While this structure is not necessarily com-
mon to interconnected systems throughout the world, it represents a typical
North American system and serves to illustrate the concept of a “large-scale
system.” If we speculate about the possible size of a single interconnected
system containing nine coordinating councils, four pools per coordinating
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council, six companies per pool, and ten generators per company, the total
possible number of generating stations can exceed 2000. The bulk power
transmission network (138–765 kV) then typically consists of over 10,000
buses. Indeed, the current demand in the nine coordinating councils within
the North American Electric Reliability Council (NERC) exceeds 500,000
MW [3]. At an average 250 MW per generator, this roughly confirms the
estimate of over 2000 generators in the interconnected North American grid.

Dynamic studies are routinely performed on systems ranging in size from
the smallest company to the largest coordinating council. These are made
at both the planning/design and operating stages. These studies provide
information about local capabilities as well as regional power interchange
capabilities. In view of the potential size, dynamic studies must be capa-
ble of sufficiently accurate representation without prohibitive computational
cost. The nature of system engineering problems inherent in such a complex
task was emphasized in two benchmark reports by the U. S. Department
of Energy (DOE) and the Electric Power Research Institute (EPRI) [4, 5].
These reports resulted in a meeting of international leaders to identify di-
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rections for the future of this technology. These reports set the stage for
a whole new era of power system planning and operation. The volume of
follow-on research and industry application has been tremendous. Perhaps
the most significant impact of these reports was the stimulation of new ideas
that grew into student interest and eventual manpower.

1.5 The Phenomena of Interest

The dynamic performance of power systems is important to both the system
organizations, from an economic viewpoint, and society in general, from a
reliability viewpoint. The analysis of power system dynamics and stability
is increasing daily in terms of number and frequency of studies, as well as
in complexity and size. Dynamic phenomena have been discussed according
to basic function, time-scale properties, and problem size. These three fun-
damental concepts are very closely related and represent the essence of the
challenges of effective simulation of power system dynamics. When properly
performed, modeling and simulation capture the phenomena of interest at
minimal cost. The first step in this process is understanding the phenomena
of interest. Only with a solid physical and mathematical understanding can
the modeling and simulation properly reflect the critical system behavior.
This means that the origin of mathematical models must be understood, and
their purpose must be well defined. Once this is accomplished, the minimal
cost is achieved by model reduction and simplification without significant
loss in accuracy.



Chapter 2

ELECTROMAGNETIC
TRANSIENTS

2.1 The Fastest Transients

In the time-scale classification of power system dynamics, the fastest tran-
sients are generally considered to be those associated with lightning propaga-
tion and switching surges. Since this text is oriented toward system analysis
rather than component design, these transients are discussed in the context
of their propagation into other areas of an interconnected system. While
quantities such as conductor temperature, motion, and chemical reaction are
important aspects of such high-speed transients, we focus mainly on a circuit
view, where voltage and current are of primary importance. While the the-
ories of insulation breakdown, arcing, and lightning propagation rarely lend
themselves to incorporation into standard circuit analysis [7], some simula-
tion software does include a portion of these transients [8, 9]. From a system
viewpoint, the transmission line is the main component that provides the
interconnection to form large complex models. While the electromagnetic
transients programs (EMTP) described in [8] and [9] are unique for their
treatment of switching phenomena of value to designers, they include the
capability to study the propagation of transients through transmission lines.
This feature makes the EMTP program a system analyst’s tool as well as
a designer’s tool. The transmission line models and basic network solution
methods used in these programs are discussed in the following sections.

7



8 CHAPTER 2. ELECTROMAGNETIC TRANSIENTS

2.2 Transmission Line Models

Models for transmission lines for use in network analysis are usually cat-
egorized by line lengths (long, medium, short) [10]–[12]. This line length
concept is interesting, and presents a major challenge in the systematic for-
mulation of line models for dynamic analysis. For example, most students
and engineers have been introduced to the argument that shunt capacitance
need not be included in short-line models because it has a negligible effect
on “the accuracy.” Thus, a short line can be modeled using only series re-
sistance and inductance, resulting in a single (for a single line) differential
equation in the current state variable. With capacitance, there would also
be a differential equation involving the voltage state variable.

Reducing a model from two or three differential equations to only one is
a process that has to be justified mathematically as well as physically. As
will be shown, the “long-line” model involves partial differential equations,
which in some sense represent an infinite number of ordinary differential
equations. The reduction from infinity to one is, indeed, a major reduction
and deserves further attention.

Since this text deals with dynamics, it is important to be careful with
familiar models and concepts. Lumped-parameter models are normally valid
for transient analysis unless they are the result of a reduction technique such
as Thevenin equivalencing. Investigation of the various traditional transmis-
sion line models illustrates this point very well. The traditional derivation
of the “long-line” model begins with the construction of an infinitesimal
segment of length ∆x in Figure 2.1. This length is assumed to be small

Figure 2.1: Transmission line segment

enough that magnetic and electric field effects can be considered separately,
resulting in per-unit length line parameters R′, L′, G′, C ′. These distributed
parameters have the units of ohms/mi, henries/mi, etc., and are calculated
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from the line configuration. This incremental lumped-parameter model is, in
itself, an approximation of the exact interaction of the electric and magnetic
fields. The hope, of course, is that as the incremental segment approaches
zero length, the resulting model gives a good approximation of Maxwell’s
equations. For certain special cases, it can be shown that such an approach
is indeed valid ([13], pp. 393–397).

The line has voltages and currents at its sending end (k) and receiving
end (m). The voltage and current anywhere along the line are simply

v = v(x, t) (2.1)

i = i(x, t) (2.2)

so that

vm = v(o, t) (2.3)

im = i(o, t) (2.4)

vk = v(d, t) (2.5)

ik = i(d, t) (2.6)

where d is the line length. The dynamic equation for the voltage drop across
the infinitesimal segment is

∆v = R
′

∆xi+ L
′

∆x
∂i

∂t
(2.7)

and the current through the shunt is

∆i = G′∆x(v + ∆v) + C ′∆x
∂

∂t
(v + ∆v). (2.8)

Substituting (2.7) into (2.8),

∆i = G′∆xv +G′∆x

[

R′∆xi+ L′∆x
∂i

∂t

]

+ C ′∆x
∂v

∂t

+C ′∆x

[

R′∆x
∂i

∂t
+ L′∆x

∂2i

∂t2

]

. (2.9)

Dividing by ∆x,

∆v

∆x
= R′i+ L′ ∂i

∂t
(2.10)

∆i

∆x
= G′v +G′

[

R′∆xi+ L′∆x
∂i

∂t

]

+ C ′∂v

∂t

+C ′
[

R′∆x
∂i

∂t
+ L′∆x

∂2i

∂t2

]

. (2.11)
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Now, the original assumption that the magnetic and electric fields may be
analyzed separately to obtain the distributed parameters has more credibility
when the length under consideration is zero. Thus, the final step is to
evaluate (2.10) and (2.11) in the limit as ∆x approaches zero, which gives

lim
∆x→0

∆v

∆x
=

∂v

∂x
= R′i+ L′ ∂i

∂t
(2.12)

lim
∆x→0

∆i

∆x
=

∂i

∂x
= G′v + C ′∂v

∂t
. (2.13)

Equations (2.12) and (2.13) are the final distributed-parameter models of a
lossy transmission line.

There are two special cases when these partial differential equations have
very nice known solutions. The first is the special case of no shunt ele-
ments (C ′ = G′ = 0). From (2.13), the line current is independent of x so
that (2.12) simplifies to

v(x, t) = v(o, t) +R′xi+ L′x
di

dt
(2.14)

which has a simple series lumped R-L circuit representation. This special
case essentially neglects all electric field effects.

The second special case is the lossless line (R′ = G′ = 0), which has the
general solution [13, 14]

i(x, t) = −f1(x− νpt) − f2(x+ νpt) (2.15)

v(x, t) = zcf1(x− νpt) − zcf2(x+ νpt) (2.16)

where f1 and f2 are unknown functions that depend on the boundary con-
ditions, and the phase velocity and the characteristic impedance

νp =
1√
L′C ′ zc =

√

L′/C ′. (2.17)

If only the terminal response (vk, ik, vm, im) is of interest, the following
method, often referred to as Bergeron’s method, has a significant value in
practical implementations. The receiving end current is

im(t) = i(o, t) = −f1(−νpt) − f2(νpt). (2.18)

Now, f1(−νpt) can be expressed as a function of v(o, t) and f2(νpt) from (2.16)
to obtain

im(t) = − 1

zc
v(o, t) − 2f2(νpt) (2.19)

= − 1

zc
vm(t) − 2f2(νpt). (2.20)
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To determine f2(νpt), it is necessary to evaluate the sending end current at
time d/νp seconds before t as

ik

(

t− d

νp

)

= −f1(d− νpt+ d) − f2(d+ νpt− d). (2.21)

Using (2.16) at x = d and at time d/νp before t,

vk

(

t− d

νp

)

= zcf1(d− νpt+ d) − zcf2(d+ νpt− d) (2.22)

so that (2.21) can be evaluated as

ik

(

t− d

νp

)

= − 1

zc
vk

(

t− d

νp

)

− 2f2(νpt). (2.23)

This solves for f2(νpt) to obtain the expression for the current im(t):

im(t) = − 1

zc
vm(t) + ik

(

t− d

νp

)

+
1

zc
vk

(

t− d

νp

)

. (2.24)

This expression has a circuit model as shown in Figure 2.2, where

+

_

z c

im

Im vm

Figure 2.2: Transmission line models!receiving end

Im = ik

(

t− d

νp

)

+
1

zc
vk

(

t− d

νp

)

. (2.25)

A similar derivation (see Problem 2.1) can be made to determine the sending-
end model shown in Figure 2.3, where
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+

_

ik

vk zc Ik

Figure 2.3: Transmission line models!sending end

Ik = im

(

t− d

νp

)

− 1

zc
vm

(

t− d

νp

)

. (2.26)

These circuit models are illustrated with other components in the next sec-
tion.

Before leaving this topic, we consider the special case in which the volt-
ages and currents are sinusoidal functions of the form

v(x, t) = V (x) cos(ωst+ θ(x)) (2.27)

i(x, t) = I(x) cos(ωst+ φ(x)) (2.28)

where ωs is a constant. Substitution of these functions into the partial
differential equations yields the model of Figure 2.4, with phasors [10]

V (x) =
1√
2
V (x) 6 θv(x) (2.29)

I(x) =
1√
2
I(x) 6 θi(x) (2.30)

where

Z = R′d+ jωsL
′d,

Y = G′d+ jωsC
′d,

γ =

√

ZY

d2
. (2.31)

There is always a great temptation to convert Figure 2.4 into a lumped-
parameter time-domain R−L−C circuit for transient analysis. While such a
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γ d
Z sinh

(   )γ d
2

(   )γ d
2

Y
2

tanh (   )γ d
2

(   )γ d
2

Y
2

tanh

+

_ _

+

Vk
–

–

–

– –

––

–

–
Vm
–

–
Ik

–
Im

γ d
–

Figure 2.4: PI lumped-parameter circuit for sinusoidal voltages/currents

circuit would clearly be without mathematical justification, it would be some
approximation of the more exact partial differential equation representation.
The accuracy of such an approximation would depend on the phenomena of
interest and on the relative sizes of the line parameters. In later chapters,
we will discuss the concept of “network transients” in the context of fast and
slow dynamics.

2.3 Solution Methods

Since most power system models contain nonlinearities, transient analysis
usually involves some form of numerical integration. Such numerical meth-
ods are well documented for general networks and for power systems [15]–
[19]. The trapezoidal rule is a common method used in EMTP and other
transient analysis programs. For a dynamic system of the form

dy

dt
= f(y, t) (2.32)

the trapezoidal rule approximates the change of state y over a change of time
∆t as

y(ti + ∆t) ≈ y(ti) +
∆t

2
[f(y(ti + ∆t), ti + ∆t) + f(y(ti), ti)]. (2.33)

This is an implicit integration scheme, since y(ti +∆t) appears on the right-
hand side of (2.33). To illustrate the method, consider the pure inductive
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branch of Figure 2.5. The state representation is

di

dt
=

1

L
v i(to) = io (2.34)

i

v
L

+

_

Figure 2.5: Pure linear inductive branch

This approximation can be written as the circuit constraint of Figure 2.6.
The circuit is linear for given values of i(ti), v(ti), and ∆t. A similar circuit

+

_

∆t
2L i (ti) + v(ti)v (ti + ∆t)

 i (ti + ∆t)

∆t
2L

Figure 2.6: Circuit representation of trapezoidal rule (linear L)

can be constructed for a pure linear capacitor (see Problem 2.2). Since these
are linear elements, there is really no need to employ such an approximation,
but recall the lossless-line circuit representation of Figures 2.2 and 2.3. The
combination of the Bergeron lossless-line model and the trapezoidal rule for
lumped parameters is appealing. There are two difficulties. First, it may
be necessary to consider transmission line losses. Second, the lossless-line
terminal constraints require knowledge of voltages and currents at a previous
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time (t− d
νp

), which may not coincide with a multiple of the integration step
size ∆t. The first problem is usually overcome by simply lumping a series
or shunt resistance at either end of the transmission line terminal model. It
is common to break the line into several segments, each using the circuits of
Figures 2.2 and 2.3 together with a corresponding fraction of the line losses.
The second problem is usually overcome either by rounding off the time d/νp

to the nearest multiple of ∆t, or by linear interpolation over one time step
∆t (see discussion published with [14]). This is illustrated in the following
example.

Example 2.1

Consider a single-phase lossless transmission line connected to an R−L load,
as shown in Figure 2.7:

0.25 H

400 Ωd = 100 mi

v1

_

+

_

+

+_

t = 0.0001 sec

L′ = 1.5 × 10–3 H/mi

C′ = 0.02 × 10–6 F/mi v2
vs

i2i1

Figure 2.7: Single lossless line and R-L load diagram

vs =
230, 000

√
2√

3
cos(2π60t).

Find i1, i2, and v2 if the switch is closed at t = 0.0001 sec using the
trapezoidal rule with a time step ∆t = 0.0001 sec. Initial conditions are
i1(0) = i2(0) = v1(0) = v2(0) = 0.

Solution:

For the parameters given,

zc = 274 ohm,
2L

∆t
= 5000 ohm,

d

νp
= 0.00055 sec, νp = 182, 574 mi/sec.
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The circuit connection when the switch is closed is found using t = ti+0.0001
as shown in Figure 2.8

+_

+

_

274
_

+
274 5000

i1 (ti + 0.0001)

400 Ω

+

_
+

5000
Ω

274 Ωvs (ti + 0.0001) v1 (ti + 0.0001)
i2 (ti – 0.00045)

v2 (ti –0.00045)

v1 (ti – 0.00045)

i1 (ti – 0.00045)

v2 (ti + 0.0001)

i2 (ti + 0.0001)

v3 (ti + 0.0001)

274 Ω

v3 (ti)i2 (ti)

+

–

Figure 2.8: Single line and R-L load circuit at t = ti + 0.0001

For ti = 0 (t = 0.0001 sec)

From the initial conditions,

i1(−0.00045) = 0

v1(−0.00045) = 0

i2(−0.00045) = 0

v2(−0.00045) = 0

i2(0) = 0

v3(0) = 0

vs(0.0001) = 187, 661 V.

The circuit to be solved at t = 0.0001 sec is shown in Figure 2.9. Solving
the circuits gives

i1(0.0001) = 685 A

v1(0.0001) = 187, 661 V

i2(0.0001) = 0



2.3. SOLUTION METHODS 17

+
–187,661 V 0 A

i1 (0.0001)

v1 (0.0001) 274 Ω

+

–

0 A

+

–

v2 (0.0001)
274 Ω

5000 Ω

400 Ω

0 A
+
–v3 (0.0001)

i2 (0.0001)

Figure 2.9: Single line and R− L load circuit at t = 0.0001 sec

v2(0.0001) = 0

v3(0.0001) = 0.

The sending-end current has changed instantaneously from zero to 685 A as
the switch is closed.

For ti = 0.0001 (t = 0.0002 sec)

From the initial conditions and the solution at time t = 0.0001 sec,

i1(−0.00035) = 0

v1(−0.00035) = 0

i2(−0.00035) = 0

v2(−0.00035) = 0

i2(0.0001) = 0

v3(0.0001) = 0

vs(0.0002) = 187, 261 V.

The circuit for this time is the same as before, except that the source has
changed. Solving the circuit gives

i1(0.0002) = 683 A
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v1(0.0002) = 187, 261 V

i2(0.0002) = 0

v2(0.0002) = 0

v3(0.0002) = 0.

This will continue until the traveling wave reaches the receiving end at ti =
0.00055 sec. Since we are using a time step of 0.0001 sec, it will first appear
at ti = 0.0006 sec.

For ti = 0.0006 (t = 0.0007 sec)

Need:

i1(0.00015), v1(0.00015), i2(0.00015),

v2(0.00015), i2(0.0006), v3(0.0006), vs(0.0007)
.

There is now a problem, since i1, i2, and v2 are not known at t = 0.00015.
The voltage v1(0.00015) can be found exactly, since it is equal to the source
vs. The other “sources” in the circuits must be approximated. There are
at least two approximations that can be used. The first approximation is to
use

i1(0.00015) ≈ i1(0.0002) = 683 A.

The second approximation uses linear interpolation as

i1(0.00015) ≈ i1(0.0001) +
0.00015 − 0.0001

0.0002 − 0.0001
(i1(0.0002) − i1(0.0001))

= 685 + 0.5 × (683 − 685)

= 684 A.

Using this approximation for i1(0.00015), the circuits to be solved at ti =
0.0006 (t = 0.0007 sec) are shown in Figure 2.10. Solving these circuits,

i1(0.0007) = 662 A

v1(0.0007) = 181, 293 V

i2(0.0007) = 66 A

v2(0.0007) = 356, 731 V.
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+
–181,293 V 0 A

i1 (0.0007)

v1 (0.0007) 274 Ω

+

–

+

–

v2 (0.0007)
274 Ω

5000 Ω

400 Ω

0 A
+

–
v3 (0.0007)

i2 (0.0007)

187,494

684 A

+ A

1368 A

274  

Figure 2.10: Single line and R− L load at t = 0.0007 sec

The traveling wave has reached the receiving end and has resulted in nearly
a doubling of voltage, because the receiving end is initially nearly an open
circuit. The analysis continues with linear interpolation as needed. When
a study contains only one line (like this example), the interface problem
between ∆t and d/νp can be avoided by choosing ∆t to be an integer fraction
of d/νp:

∆t =
1

N

d

νp
.

Typical values of N range between 5 and 10,000. 2

The unique feature of the combination of Bergeron circuits with trape-
zoidal rule circuits is the heart of most EMTP programs. This enables
transmission line plus load transients to be solved using simple “dc” circuits.
Most EMTP programs contain many other features, including three-phase
representations and other devices. Its use is normally limited to small-sized
systems in which the very fast transients of switching are the phenomena of
interest.

The purpose of this chapter was to present the basic concepts for dealing
with the fastest transients from a systems viewpoint. In most studies, these
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dynamics are approximated further as attention shifts to electromechanical
dynamics and subsystems with slower response times.

2.4 Problems

2.1 Starting with (2.15) and (2.16), derive the circuit representation of
Figure 2.3 for the sending-end terminals of a lossless transmission line.

2.2 Given the continuous time-domain circuit shown: use the trapezoidal

C

i
+

–

v

rule approximation to find an algebraic “dc” circuit representation of
the relationship between v(ti + ∆t) and i(ti + ∆t).

2.3 Given the sinusoidal source and de-energized lossless transmission line
shown: draw the “Bergeron” algebraic “dc” circuit and find vL, iL, is

vs

is 10 Ω
t = 1

6
d
νp iL

300 Ω

+

–

vL

L′ = 2.18 × 10–3 H/mi

C′ = 0.0136 × 10–6 F/mi

d = 225 mi

vs = 188,000 cos (2π60 t) volts

+
–

for 0 ≤ t ≤ 0.04 sec using a time step of ∆t = 1
6

d
νp

. Plot vL.

2.4 Given the sinusoidal source and de-energized lossless transmission line
shown: use Bergeron’s method with linear interpolation to find v and
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vs

i
10 Ω

t = 0.0001 sec

+

–

v

L′ = 1.5 × 10–3 H/mi

C′ = 0.02 × 10–6 F/mi

d = 100 mi

vs  = 230,000Ê 2 cos (2π60 t) volts
3

+
–

i using a time step of ∆t = 0.0001 sec. Solve for a total time of 0.02
sec. Plot the results.

2.5 Repeat Problem 2.4 using the lumped-parameter model shown: using

vs

10 Ω

t = 0.0001 sec
L′d

C′d
2

C′d
2

v

+

–

+
–

the trapezoidal rule approximation with a time step of 10−6 sec.

2.6 Euler’s forward integration scheme solves ordinary differential equations
(dx/dt = f(x)) using a time step h as

x(ti + h) = x(ti) + (dx/dt)h

where dx/dt is evaluated at time ti. Use this solution scheme to derive
an algebraic “dc” circuit to solve for the current through a lumped-
parameter R-L series circuit at each time step for any given applied
voltage.
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Chapter 3

SYNCHRONOUS
MACHINE MODELING

3.1 Conventions and Notation

There is probably more literature on synchronous machines than on any
other device in electrical engineering. Unfortunately, this vast amount of
material often makes the subject complex and confusing. In addition, most
of the work on reduced-order modeling is based primarily on physical intu-
ition, practical experience, and years of experimentation. The evolution of
dynamic analysis has caused some problems in notation as it relates to com-
mon symbols that eventually require data from manufacturers. This text
uses the conventions and notations of [20], which essentially follows those
of many publications on synchronous machines [21]–[27]. When the nota-
tion differs significantly from these and other conventions, notes are given
to clarify any possible misunderstanding. The topics of time constants and
machine inductances are examples of such notations. While some documents
define time constants and inductances in terms of physical experiments, this
text uses fixed expressions in terms of model parameters. Since there can
be a considerable difference in numerical values, it is important to always
verify the meaning of symbols when obtaining data. This is most effectively
done by comparing the model in which a parameter appears with the test
or calculation that was performed to produce the data. In many cases, the
parameter values are provided from design data based on the same expres-
sions given in this text. In some cases, the parameter values are provided
from standard tests that may not precisely relate to the expressions given in

23
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this text. In this case, there is normally a procedure to convert the values
into consistent data [20].

The original Park’s transformation is used together with the “xad” per-
unit system [28, 29]. This results in a reciprocal transformed per-unit model
where 1.0 per-unit excitation results in rated open-circuit voltage for a linear
magnetic system. Even with this standard choice, there is enough freedom
in scaling to produce various model structures that appear different [30].
These issues are discussed further in later sections.

In this chapter, the machine transformation and scaling were separated
from the topic of the magnetic circuit representation. This is done so that
it is clear which equations and parameters are independent of the magnetic
circuit representation.

3.2 Three-Damper-Winding Model

This section presents the basic dynamic equations for a balanced, symmetri-
cal, three-phase synchronous machine with a field winding and three damper
windings on the rotor. The simplified schematic of Figure 3.1 shows the coil

x

θShaft
a-axis

b-axis

c-axis d-axis

q-axis

a

bc

1d

fd

1q
2q

xx

x

x

x

x

Figure 3.1: Synchronous machine schematic

orientation, assumed polarities, and rotor position reference. The stator
windings have axes 120 electrical degrees apart and are assumed to have an
equivalent sinusoidal distribution [20]. While a two-pole machine is shown,
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all equations will be written for a P -pole machine with ω = P
2 ωshaft ex-

pressed in electrical radians per second. The circles with dots and x’s indi-
cate the windings. Current flow is assumed to be into the “x” and out of
the “dot.” The voltage polarity of the coils is assumed to be plus to minus
from the “x” to the “dots.”

This notation uses “motor” current notation for all the windings at this
point. The transformed stator currents will be changed to “generator” cur-
rent notation at the point of per-unit scaling. The fundamental Kirchhoff’s,
Faraday’s and Newton’s laws give

va = iars +
dλa

dt
(3.1)

vb = ibrs +
dλb

dt
(3.2)

vc = icrs +
dλc

dt
(3.3)

vfd = ifdrfd +
dλfd

dt
(3.4)

v1d = i1dr1d +
dλ1d

dt
(3.5)

v1q = i1qr1q +
dλ1q

dt
(3.6)

v2q = i2qr2q +
dλ2q

dt
(3.7)

dθshaft
dt

=
2

P
ω (3.8)

J
2

P

dω

dt
= Tm − Te − Tfw (3.9)

where λ is flux linkage, r is winding resistance, J is the inertia constant,
P is the number of magnetic poles per phase, Tm is the mechanical torque
applied to the shaft, −Te is the torque of electrical origin, and Tfw is a friction
windage torque. A major modeling challenge is to obtain the relationship
between flux linkage and current. These relationships will be presented in
later sections.
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3.3 Transformations and Scaling

The sinusoidal steady state of balanced symmetrical machines can be trans-
formed to produce constant states. The general form of the transformation
that accomplishes this is Park’s transformation [20],

vdqo
∆
= Tdqovabc, idqo

∆
= Tdqoiabc, λdqo

∆
= Tdqoλabc (3.10)

where

vabc
∆
= [vavbvc]

t, iabc
∆
= [iaibic]

t, λabc
∆
= [λaλbλc]

t (3.11)

vdqo
∆
= [vdvqvo]

t, idqo
∆
= [idiqio]

t, λdqo
∆
= [λdλqλo]

t (3.12)

and

Tdqo
∆
=

2

3







sin P
2 θshaft sin(P

2 θshaft − 2π
3 ) sin(P

2 θshaft + 2π
3 )

cos P
2 θshaft cos(P

2 θshaft − 2π
3 ) cos(P

2 θshaft + 2π
3 )

1
2

1
2

1
2







(3.13)

with the inverse

T−1
dqo =







sin P
2 θshaft cos P

2 θshaft 1

sin(P
2 θshaft − 2π

3 ) cos(P
2 θshaft − 2π

3 ) 1

sin(P
2 θshaft + 2π

3 ) cos(P
2 θshaft + 2π

3 ) 1






. (3.14)

From (3.1)–(3.9), Kirchhoff’s and Faraday’s laws are

vabc = rsiabc +
d

dt
(λabc) (3.15)

which, when transformed using (3.13) and (3.14), are

vdqo = rsidqo + Tdqo
d

dt
(T−1

dqoλdqo). (3.16)

After evaluation, the system in dqo coordinates has the forms

vd = rsid − ωλq +
dλd

dt
(3.17)

vq = rsiq + ωλd +
dλq

dt
(3.18)
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vo = rsio +
dλo

dt
(3.19)

vfd = rfdifd +
dλfd

dt
(3.20)

v1d = r1di1d +
dλ1d

dt
(3.21)

v1q = r1qi1q +
dλ1q

dt
(3.22)

v2q = r2qi2q +
dλ2q

dt
(3.23)

dθshaft
dt

=
2

P
ω (3.24)

J
2

P

dω

dt
= Tm − Te − Tfw. (3.25)

To derive an expression for Te, it is necessary to look at the overall en-
ergy or power balance for the machine. This is an electromechanical system
that can be divided into an electrical system, a mechanical system, and a
coupling field [31]. In such a system, resistance causes real power losses in
the electrical system, friction causes heat losses in the mechanical system,
and hysteresis causes losses in the coupling field. Energy is stored in induc-
tances in the electrical system, the rotating mass of the mechanical system,
and the magnetic field that couples the two. Any energy that is not lost
or stored must be transferred. In this text we make two assumptions about
this energy balance. First, all energy stored in the electrical system inside
the machine terminals is included in the energy stored in the coupling field.
Second, the coupling field is lossless. The first assumption is arbitrary, and
the second assumption neglects phenomena such as hysteresis (but not sat-
uration). A diagram that shows such a power balance for a single machine
using the above notation is given in Figure 3.2, with input powers for both
the electrical and mechanical systems.

The electrical powers are

P in
elec

= vaia + vbib + vcic + vfdifd + v1di1d + v1qi1q + v2qi2q (3.26)

Plost
elec

= rs(i
2
a + i2b + i2c) + rfdi

2
fd + r1di

2
1d + r1qi

2
1q + r2qi

2
2q (3.27)

Ptrans
elec

= ia
dλa

dt
+ ib

dλb

dt
+ ic

dλc

dt
+ ifd

dλfd

dt
+ i1d

dλ1d

dt
+ i1q

dλ1q

dt
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+i2q
dλ2q

dt
. (3.28)

ΣΣΣ

Plost
elec

Pin
elec

Ptrans
elec

Electrical
System

Coupling
Field

dWf
dt

Te
2
P ω

Tfw
2
P ω

Tm
2
P ω

Mechanical
System

2
P( )2

Jω dω
dt

Figure 3.2: Synchronous machine power balance

The summation of the electrical system is simply Kirchhoff’s plus Fara-
day’s laws, and the summation of the mechanical system is Newton’s second
law. In terms of the transformed variables, since

vaia + vbib + vcic =
3

2
vdid +

3

2
vqiq + 3voio (3.29)

P in
elec

=
3

2
vdid +

3

2
vqiq

+ 3voio + vfdifd + v1di1d + v1qi1q + v2qi2q (3.30)

Plost
elec

=
3

2
rsi

2
d +

3

2
rsi

2
q + 3rsi

2
o

+ rfdi
2
fd + r1di

2
1d + r1qi

2
1q + r2qi

2
2q (3.31)

Ptrans
elec

= −3

2

P

2

dθshaft
dt

λqid

+
3

2
id
dλd

dt
+

3

2

P

2

dθshaft
dt

λdiq +
3

2
iq
dλq

dt

+ 3io
dλo

dt
+ ifd

dλfd

dt
+ i1d

dλ1d

dt

+ i1q
dλ1q

dt
+ i2q

dλ2q

dt
. (3.32)
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The power balance equation in the coupling field in these dqo coordinates
gives the time derivative of the energy stored in the coupling field as

dWf

dt
=

[
3

2

P

2
(λdiq − λqid) + Te

]
dθshaft
dt

+
3

2
id
dλd

dt
+

3

2
iq
dλq

dt
+ 3io

dλo

dt

+ifd
dλfd

dt
+ i1d

dλ1d

dt
+ i1q

dλ1q

dt
+ i2q

dλ2q

dt
. (3.33)

For independent states θshaft, λd, λq, λo, λfd, λ1d, λ1q, λ2q the total derivative
of Wf is

dWf

dt
=

∂Wf

∂θshaft

dθshaft
dt

+
∂Wf

∂λd

dλd

dt
+
∂Wf

∂λq

dλq

dt
+
∂Wf

∂λo

dλo

dt
+
∂Wf

∂λfd

dλfd

dt

+
∂Wf

∂λ1d

dλ1d

dt
+
∂Wf

∂λ1q

dλ1q

dt
+
∂Wf

∂λ2q

dλ2q

dt
. (3.34)

For this total derivative to be exact [32], the following identities must hold:

∂Wf

∂θshaft
=

3

2

P

2
(λdiq − λqid) + Te,

∂Wf

∂λd
=

3

2
id etc. (3.35)

With appropriate continuity assumptions [33], the coupling field energy can
be obtained from (3.33) as a path integral

Wf = W o
f +

∫ [
3

2

P

2
(λdiq − λqid) + Te

]

dθshaft +

∫
3

2
iddλd

+

∫
3

2
iqdλq +

∫

3iodλo +

∫

ifddλfd +

∫

i1ddλ1d

+

∫

i1qdλ1q +

∫

i2qdλ2q. (3.36)

For this integral to be path independent, the partial derivatives of all inte-
grands with respect to other states must be equal [34], i.e.,

3

2

∂id
∂λfd

=
∂ifd

∂λd
etc. (3.37)

These constraints can also be obtained from those of (3.35) by taking the
second partials of Wf with respect to states. The assumption that the cou-
pling field is conservative is sufficient to guarantee that these constraints
are satisfied. Nevertheless, these constraints should always be kept in mind
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when deriving the magnetic circuit relationships between flux linkage and
current.

Assuming that these constraints are satisfied, the following arbitrary
path is chosen from the de-energized (W o

f = 0) condition to the energized
condition:

1. Integrate rotor position to some arbitrary θshaft while all sources are
de-energized. This adds zero to Wf since λd, λq, and Te must be zero.

2. Integrate each source in sequence while maintaining θshaft at its arbi-
trary position.

With this chosen path, Wf will be the sum of seven integrals for the seven
independent sources λd, λq, λo, λfd, λ1d, λ1q, λ2q. Each integrand is the
respective source current that must be given as a function of the states.
Since this is not done until later sections, we make the following assump-
tion. Assume that the relationships between λd, λq, λo, λfd, λ1d, λ1q, λ2q and
id, iq, io, ifd, i1d, i1q, i2q are independent of θshaft. For this assumption, Wf

will be independent of θshaft so that, from (3.35),

Te = −
(

3

2

)(
P

2

)

(λdiq − λqid). (3.38)

To complete the dynamic model in the transformed variables, it is desir-
able to define an angle that is constant for constant shaft speed. We define
this angle as follows:

δ
∆
=
P

2
θshaft − ωst (3.39)

where ωs is a constant normally called rated synchronous speed in electrical
radians per second, giving

dδ

dt
= ω − ωs. (3.40)

The final unscaled model in the new variables is

dλd

dt
= −rsid + ωλq + vd (3.41)

dλq

dt
= −rsiq − ωλd + vq (3.42)
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dλo

dt
= −rsio + vo (3.43)

dλfd

dt
= −rfdifd + vfd (3.44)

dλ1d

dt
= −r1di1d + v1d (3.45)

dλ1q

dt
= −r1qi1q + v1q (3.46)

dλ2q

dt
= −r2qi2q + v2q (3.47)

dδ

dt
= ω − ωs (3.48)

J
2

p

dω

dt
= Tm +

(
3

2

)(
P

2

)

(λdiq − λqid) − Tfw. (3.49)

It is customary to scale the synchronous machine equations using the tradi-
tional concept of per-unit [28, 29]. This scaling process is presented here as
a change of variables and a change of parameters. We begin by defining new
abc variables as

Va
∆
=

va

VBABC
, Vb

∆
=

vb

VBABC
, Vc

∆
=

vc

VBABC
,

Ia
∆
=

−ia
IBABC

, Ib
∆
=

−ib
IBABC

, Ic
∆
=

−ic
IBABC

,

ψa
∆
=

λa

∧BABC
, ψb

∆
=

λb

∧BABC
, ψc

∆
=

λc

∧BABC
(3.50)

where VBABC is a rated RMS line to neutral stator voltage and

IBABC
∆
=

SB

3VBABC
, ∧BABC

∆
=
VBABC

ωB
(3.51)

with SB equal to the rated three-phase voltamperes and ωB equal to rated
speed in electrical radians per second (ωs). This scaling also converts the
model to “generator” notation. The new dqo variables are defined as

Vd
∆
=

vd

VBDQ
, Vq

∆
=

vq

VBDQ
, Vo

∆
=

vo

VBDQ
,

Id
∆
=

−id
IBDQ

, Iq
∆
=

−iq
IBDQ

, Io
∆
=

−io
IBDQ

,

ψd
∆
=

λd

∧BDQ
, ψq

∆
=

λq

∧BDQ
, ψo

∆
=

λo

∧BDQ
(3.52)
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where VBDQ is rated peak line to neutral voltage, and

IBDQ
∆
=

2SB

3VBDQ
, ∧BDQ

∆
=
VBDQ

ωB
(3.53)

with SB and ωB defined as above, and again the scaling has converted to
generator notation. The new rotor variables are defined as

Vfd
∆
=

vfd

VBFD
, V1d

∆
=

v1d

VB1D
, V1q

∆
=

v1q

VB1Q
, V2q

∆
=

v2q

VB2Q
,

Ifd
∆
=

ifd

IBFD
, I1d

∆
=

i1d

IB1D
, I1q

∆
=

i1q

IB1Q
, I2q

∆
=

i2q

IB2Q
,

ψfd
∆
=

λfd

∧BFD
, ψ1d

∆
=

λ1d

∧B1D
, ψ1q

∆
=

λ1q

∧B1Q
, ψ2q

∆
=

λ2q

∧B2Q
(3.54)

where the rotor circuit base voltages are

VBFD
∆
=

SB

IBFD
, VB1D

∆
=

SB

IB1D
, VB1Q

∆
=

SB

IB1Q
, VB2Q

∆
=

SB

IB2Q
(3.55)

and the rotor circuit base flux linkages are

∧BFD
∆
=
VBFD

ωB
, ∧B1D

∆
=
VB1D

ωB
, ∧B1Q

∆
=
VB1Q

ωB
, ∧B2Q

∆
=
VB2Q

ωB
(3.56)

with SB and ωB defined as above. The definitions of the rotor circuit base
currents will be given later, when the flux linkage/current relationships are
presented. In some models, it is convenient to define a scaled per-unit speed
as

ν
∆
=

ω

ωB
(3.57)

where ωB is as defined above.

This completes the scaling of the model variables. The model parameters
are scaled as follows. Define new resistances

Rs
∆
=

rs
ZBDQ

, Rfd
∆
=

rfd

ZBFD
, R1d

∆
=

r1d

ZB1D
,

R1q
∆
=

r1q

ZB1Q
, R2q

∆
=

r2q

ZB2Q
(3.58)
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where

ZBDQ
∆
=
VBDQ

IBDQ
, ZBFD

∆
=
VBFD

IBFD
, ZB1D

∆
=
VB1D

IB1D
,

ZB1Q
∆
=
VB1Q

IB1Q
, ZB2Q

∆
=
VB2Q

IB2Q
. (3.59)

The shaft inertia constant is scaled by defining

H
∆
=

1
2J(ωB

2
P )2

SB
. (3.60)

It is also common to define other inertia constants as

M =
2H

ωs
, M ′ = 2H (3.61)

where the constants H and M ′ have the units of seconds, while M has the
units of seconds squared. The shaft torques are scaled by defining

TM
∆
=
Tm

TB
, TELEC

∆
=

Te

TB
, TFW

∆
=
Tfw

TB
(3.62)

where

TB
∆
=

SB

ωB
2
P

. (3.63)

Using these scaled variables and parameters, the synchronous machine dy-
namic equations at this stage of development with ωB = ωs are

1

ωs

dψd

dt
= RsId +

ω

ωs
ψq + Vd (3.64)

1

ωs

dψq

dt
= RsIq −

ω

ωs
ψd + Vq (3.65)

1

ωs

dψo

dt
= RsIo + Vo (3.66)

1

ωs

dψfd

dt
= −RfdIfd + Vfd (3.67)

1

ωs

dψ1d

dt
= −R1dI1d + V1d (3.68)
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1

ωs

dψ1q

dt
= −R1qI1q + V1q (3.69)

1

ωs

dψ2q

dt
= −R2qI2q + V2q (3.70)

dδ

dt
= ω − ωs (3.71)

2H

ωs

dω

dt
= TM − (ψdIq − ψqId) − TFW . (3.72)

It is important to pause at this point to consider the scaling of variables.
Consider a balanced set of scaled sinusoidal voltages and currents of the
form:

Va =
√

2Vs cos (ωst+ θs) (3.73)

Vb =
√

2Vs cos

(

ωst+ θs −
2π

3

)

(3.74)

Vc =
√

2Vs cos

(

ωst+ θs +
2π

3

)

(3.75)

Ia =
√

2Is cos (ωst+ φs) (3.76)

Ib =
√

2Is cos

(

ωst+ φs −
2π

3

)

(3.77)

Ic =
√

2Is cos

(

ωst+ φs +
2π

3

)

. (3.78)

Using the transformation (3.13),

Vd =

(√
2VsVBABC

VBDQ

)

sin

(
P

2
θshaft − ωst− θs

)

(3.79)

Vq =

(√
2VsVBABC

VBDQ

)

cos

(
P

2
θshaft − ωst− θs

)

(3.80)

Vo = 0 (3.81)

Id =

(√
2IsIBABC

IBDQ

)

sin

(
P

2
θshaft − ωst− φs

)

(3.82)

Iq =

(√
2IsIBABC

IBDQ

)

cos

(
P

2
θshaft − ωst− φs

)

(3.83)

Io = 0. (3.84)
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By the definitions of VBABC , VBDQ, IBABC , and IBDQ,

√
2VsVBABC

VBDQ
= Vs,

√
2IsIBABC

IBDQ
= Is. (3.85)

Using the definition of δ from (3.39),

Vd = Vs sin (δ − θs) (3.86)

Vq = Vs cos (δ − θs) (3.87)

Id = Is sin (δ − φs) (3.88)

Iq = Is cos (δ − φs). (3.89)

These algebraic equations can be written as complex equations

(Vd + jVq)e
j(δ−π/2) = Vse

jθs (3.90)

(Id + jIq)e
j(δ−π/2) = Ise

jφs . (3.91)

These are recognized as the per-unit RMS phasors of (3.73) and (3.76).

It is also important, at this point, to note that the model of (3.64)–(3.72)
was derived using essentially four general assumptions. These assumptions
are summarized as follows.

1. Stator has three coils in a balanced symmetrical configuration centered
120 electrical degrees apart.

2. Rotor has four coils in a balanced symmetrical configuration located
in pairs 90 electrical degrees apart.

3. The relationship between the flux linkages and currents must reflect a
conservative coupling field.

4. The relationships between the flux linkages and currents must be in-
dependent of θshaft when expressed in the dqo coordinate system.

The following sections give the flux linkage/current relationships that satisfy
these four assumptions and thus complete the dynamic model.
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3.4 The Linear Magnetic Circuit

This section presents the special case in which the machine flux linkages are
assumed to be linear functions of currents:

λabc = Lss(θshaft)iabc + Lsr(θshaft)irotor (3.92)

λrotor = Lrs(θshaft)iabc + Lrr(θshaft)irotor (3.93)

where

irotor
∆
= [ifdi1di1qi2q]

t, λrotor
∆
= [λfdλ1dλ1qλ2q]

t. (3.94)

If space harmonics are neglected, the entries of these inductance matrices
can be written in a form that satisfies assumptions (3) and (4) of the last
section. Reference [20] discusses this formulation and gives the following
standard first approximation of the inductances for a P -pole machine.

Lss(θshaft)
∆
=







L`s + LA − LB cos Pθshaft −1
2LA − LB cos(Pθshaft − 2π

3 )

−1
2LA − LB cos(Pθshaft − 2π

3 ) L`s + LA − LB cos(Pθshaft + 2π
3 )

−1
2LA − LB cos(Pθshaft + 2π

3 ) −1
2LA − LB cosPθshaft

−1
2LA − LB cos(Pθshaft + 2π

3 )

−1
2LA − LB cosPθshaft

L`s + LA − LB cos(Pθshaft − 2π
3 )







(3.95)

Lsr(θshaft) = Lt
rs(θshaft)

∆
=







Lsfd sin P
2 θshaft Ls1d sin P

2 θshaft
Lsfd sin(P

2 θshaft − 2π
3 ) Ls1d sin(P

2 θshaft − 2π
3 )

Lsfd sin(P
2 θshaft + 2π

3 ) Ls1d sin(P
2 θshaft + 2π

3 )

Ls1q cos P
2 θshaft Ls2q cos P

2 θshaft
Ls1q cos(P

2 θshaft − 2π
3 ) Ls2q cos(P

2 θshaft − 2π
3 )

Ls1q cos(P
2 θshaft + 2π

3 ) Ls2q cos(P
2 θshaft + 2π

3 )







(3.96)

Lrr(θshaft)
∆
=









Lfdfd Lfd1d 0 0

Lfd1d L1d1d 0 0

0 0 L1q1q L1q2q

0 0 L1q2q L2q2q









. (3.97)
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The rotor self-inductance matrix Lrr(θshaft) is independent of θshaft. Using
the transformation of (3.10),

λd = (L`s + Lmd)id + Lsfdifd + Ls1di1d (3.98)

λfd =
3

2
Lsfdid + Lfdfdifd + Lfd1di1d (3.99)

λ1d =
3

2
Ls1did + Lfd1difd + L1d1di1d (3.100)

and

λq = (L`s + Lmq)iq + Ls1qi1q + Ls2qi2q (3.101)

λ1q =
3

2
Ls1qiq + L1q1qi1q + L1q2qi2q (3.102)

λ2q =
3

2
Ls2qiq + L1q2qi1q + L2q2qi2q (3.103)

and

λo = L`sio (3.104)

where

Lmd
∆
=

3

2
(LA + LB), Lmq

∆
=

3

2
(LA − LB). (3.105)

This set of flux linkage/current relationships does reflect a conservative cou-
pling field, since the original matrices of (3.95)–(3.97) are symmetric, and
the partial derivatives of (3.37) are satisfied by (3.98)–(3.104). This can
be easily verified using Cramer’s rule to find entries of the inverses of the
inductance matrices.

In terms of the scaled quantities of the last section,

ψd =
ωs(L`s + Lmd)(−IdIBDQ)

VBDQ
+
ωsLsfdIfdIBFD

VBDQ

+
ωsLs1dI1dIB1D

VBDQ
(3.106)

ψfd =
ωs

3
2Lsfd(−IdIBDQ)

VBFD
+
ωsLfdfdIfdIBFD

VBFD

+
ωsLfd1dI1dIB1D

VBFD
(3.107)
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ψ1d =
ωs

3
2Ls1d(−IdIBDQ)

VB1D
+
ωsLfd1dIfdIBFD

VB1D

+
ωsL1d1dI1dIB1D

VB1D
(3.108)

ψq =
ωs(L`s + Lmq)(−IqIBDQ)

VBDQ
+
ωsLs1qI1qIB1Q

VBDQ

+
ωsLs2qI2qIB2Q

VBDQ
(3.109)

ψ1q =
ωs

3
2Ls1q(−IqIBDQ)

VB1Q
+
ωsL1q1qI1qIB1Q

VB1Q

+
ωsL1q2qI2qIB2Q

VB1Q
(3.110)

ψ2q =
ωs

3
2Ls2q(−IqIBDQ)

VB2Q
+
ωsL1q2qI1qIB1Q

VB2Q

+
ωsL2q2qI2qIB2Q

VB2Q
(3.111)

ψo =
ωsL`s(−IoIBDQ)

VBDQ
. (3.112)

Although the values of IBFD, IB1D, IB1Q, IB2Q have not yet been spec-
ified, their relationship to their respective voltage bases assures that the
scaled transformed system (3.106)–(3.112) is reciprocal (symmetric induc-
tance matrices). The rotor current bases are chosen at this point to make
as many off-diagonal terms equal as possible. To do this, define

IBFD
∆
=

Lmd

Lsfd
IBDQ, IB1D

∆
=
Lmd

Ls1d
IBDQ (3.113)

IB1Q
∆
=

Lmq

Ls1q
IBDQ, IB2Q

∆
=
Lmq

Ls2q
IBDQ (3.114)

and the following scaled parameters:

X`s
∆
=
ωsL`s

ZBDQ
, Xmd

∆
=
ωsLmd

ZBDQ
, Xmq

∆
=
ωsLmq

ZBDQ
(3.115)

Xfd
∆
=
ωsLfdfd

ZBFD
, X1d

∆
=
ωsL1d1d

ZB1D
, Xfd1d

∆
=
ωsLfd1dLsfd

ZBFDLs1d
(3.116)
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X1q
∆
=
ωsL1q1q

ZB1Q
, X2q

∆
=
ωsL2q2q

ZB2Q
, X1q2q

∆
=
ωsL1q2qLs1q

ZB1QLs2q
. (3.117)

It is convenient also to define the scaled leakage reactances of the rotor
windings as

X`fd
∆
= Xfd −Xmd, X`1d

∆
= X1d −Xmd (3.118)

X`1q
∆
= X1q −Xmq, X`2q

∆
= X2q −Xmq. (3.119)

Similarly, we also define

Xd
∆
= X`s +Xmd, Xq

∆
= X`s +Xmq (3.120)

cd
∆
=
Xfd1d

Xmd
, cq

∆
=
X1q2q

Xmq
. (3.121)

The resulting scaled ψ − I relationship is

ψd = Xd(−Id) +XmdIfd +XmdI1d (3.122)

ψfd = Xmd(−Id) +XfdIfd + cdXmdI1d (3.123)

ψ1d = Xmd(−Id) + cdXmdIfd +X1dI1d (3.124)

and

ψq = Xq(−Iq) +XmqI1q +XmqI2q (3.125)

ψ1q = Xmq(−Iq) +X1qI1q + cqXmqI2q (3.126)

ψ2q = Xmq(−Iq) + cqXmqI1q +X2qI2q (3.127)

and

ψo = X`s(−Io). (3.128)

While several examples [30] have shown that the terms cd and cq are
important in some simulations, it is customary to make the following sim-
plification [20]:

cd ≈ 1, cq ≈ 1. (3.129)

This assumption makes all of the off-diagonal entries of the decoupled in-
ductance matrices equal. An alternative way to obtain the same structure
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without the above simplification would require a different choice of scaling
and different definitions of leakage reactances [30]: Using the previously de-
fined parameters and the simplification (3.129), it is common to define the
following parameters [20]

X
′

d
∆
= X`s +

1
1

Xmd
+ 1

X`fd

= X`s +
XmdX`fd

Xfd
= Xd −

X2
md

Xfd
(3.130)

X
′

q
∆
= X`s +

1
1

Xmq
+ 1

X`1q

= X`s +
XmqX`1q

X1q
= Xq −

X2
mq

X1q
(3.131)

X
′′

d
∆
= X`s +

1
1

Xmd
+ 1

X`fd
+ 1

X`1d

(3.132)

X
′′

q
∆
= X`s +

1
1

Xmq
+ 1

X`1q
+ 1

X`2q

(3.133)

T
′

do
∆
=

Xfd

ωsRfd
(3.134)

T
′

qo
∆
=

X1q

ωsR1q
(3.135)

T
′′

do
∆
=

1

ωsR1d



X`1d +
1

1
Xmd

+ 1
X`fd



 (3.136)

T
′′

qo
∆
=

1

ωsR2q



X`2q +
1

1
Xmq

+ 1
X`1q



 (3.137)

and the following variables

E
′

q
∆
=
Xmd

Xfd
ψfd (3.138)

Efd
∆
=
Xmd

Rfd
Vfd (3.139)

E
′

d
∆
= −Xmq

X1q
ψ1q. (3.140)

Adkins [23] and several earlier references define X
′′

q as in (3.131) and T
′′

qo

as in (3.135). This practice is based on the convention that single primes
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refer to the so-called “transient” period, while the double primes refer to
the supposedly faster “subtransient” period. Thus, when a single damper
winding is modeled on the rotor, this is interpreted as a “subtransient” effect
and denoted as such with a double prime. Some published models use the
notation of Young [35], which uses an E

′

d definition that is the same as (3.140)
but with a positive sign. In several publications, the terminology Xfd is used
to define leakage reactance rather than self-reactance. The symbols Xad and
Xaq are common alternatives for the magnetizing reactances Xmd and Xmq.

The dynamic model can contain at most only seven of the fourteen flux
linkages and currents as independent state variables. The natural form of
the state equations invites the elimination of currents by solving (3.122)–
(3.128). Since the terminal constraints have not yet been specified, it is
unwise to eliminate Id, Iq, or Io at this time. Since the terminal constraints
do not affect Ifd, I1d, I1q, I2q, these currents can be eliminated from the
dynamic model now. This is done by rearranging (3.122)–(3.128) using the
newly defined variables and parameters to obtain

ψd = −X ′′

d Id +
(X

′′

d −X`s)

(X
′

d −X`s)
E

′

q +
(X

′

d −X
′′

d )

(X
′

d −X`s)
ψ1d (3.141)

Ifd =
1

Xmd
[E

′

q + (Xd −X
′

d)(Id − I1d)] (3.142)

I1d =
X

′

d −X
′′

d

(X
′

d −X`s)2
[ψ1d + (X

′

d −X`s)Id −E
′

q] (3.143)

and

ψq = −X ′′

q Iq −
(X

′′

q −X`s)

(X ′

q −X`s)
E

′

d +
(X

′

q −X
′′

q )

(X ′

q −X`s)
ψ2q (3.144)

I1q =
1

Xmq
[−E′

d + (Xq −X
′

q)(Iq − I2q)] (3.145)

I2q =
X

′

q −X
′′

q

(X ′

q −X`s)2
[ψ2q + (X

′

q −X`s)Iq +E
′

d] (3.146)

and

ψo = −X`sIo. (3.147)

Substitution into (3.64)–(3.72) gives the dynamic model for a linear mag-
netic circuit with the terminal constraints (relationship between Vd, Id, Vq,
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Iq, Vo, Io) not yet specified. Since these terminal constraints are not speci-
fied, it is necessary to keep the three flux linkage/current algebraic equations
involving Id, Iq, and Io. In addition, the variables Efd, TM , and TFW are
also as yet unspecified. It would be reasonable, if desired at this point, to
make Efd and TM constant inputs, and TFW equal to zero. We will con-
tinue to carry them along as variables. With these clarifications, the linear
magnetic circuit model is shown in the following boxed set.

1

ωs

dψd

dt
= RsId +

ω

ωs
ψq + Vd (3.148)

1

ωs

dψq

dt
= RsIq −

ω

ωs
ψd + Vq (3.149)

1

ωs

dψo

dt
= RsIo + Vo (3.150)

T
′

do

dE
′

q

dt
= −E′

q − (Xd −X
′

d)[Id −
X

′

d −X
′′

d

(X
′

d −X`s)2
(ψ1d

+(X
′

d −X`s)Id −E
′

q)] +Efd (3.151)

T
′′

do

dψ1d

dt
= −ψ1d +E

′

q − (X
′

d −X`s)Id (3.152)

T
′

qo

dE
′

d

dt
= −E′

d + (Xq −X
′

q)[Iq −
X

′

q −X
′′

q

(X
′

q −X`s)2
(ψ2q

+(X
′

q −X`s)Iq +E
′

d)] (3.153)

T
′′

qo

dψ2q

dt
= −ψ2q −E

′

d − (X
′

q −X`s)Iq (3.154)

dδ

dt
= ω − ωs (3.155)

2H

ωs

dω

dt
= TM − (ψdIq − ψqId) − TFW (3.156)

ψd = −X ′′

d Id +
(X

′′

d −X`s)

(X
′

d −X`s)
E

′

q +
(X

′

d −X
′′

d )

(X
′

d −X`s)
ψ1d (3.157)

ψq = −X ′′

q Iq −
(X

′′

q −X`s)

(X
′

q −X`s)
E

′

d +
(X

′

q −X
′′

q )

(X
′

q −X`s)
ψ2q (3.158)

ψo = −X`sIo (3.159)
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Although there are time constants that appear on all of the flux linkage
derivatives, the right-hand sides contain flux linkages multiplied by con-
stants. Furthermore, the addition of the terminal constraints could add
more terms when Id, Iq, and Io are eliminated. Thus, the time constants
shown are not true time constants in the traditional sense, where the respec-
tive states appear on the right-hand side multiplied only by - 1. It is also
possible to define a mechanical time constant Ts as

Ts
∆
=

√

2H

ωs
(3.160)

and a scaled transient speed as

ωt
∆
= Ts(ω − ωs) (3.161)

to produce the following angle/speed state pair

Ts
dδ

dt
= ωt (3.162)

Ts
dωt

dt
= TM − (ψdIq − ψqId) − TFW . (3.163)

While this will prove useful later, in the analysis of the time-scale properties
of synchronous machines, the model normally will be used in the form of
(3.148)–(3.159). This concludes the basic dynamic modeling of synchronous
machines if saturation of the magnetic circuit is not considered. The next
section presents a fairly general method for including such nonlinearities in
the flux linkage/current relationships.

3.5 The Nonlinear Magnetic Circuit

In this section, we propose a fairly generalized treatment of nonlinearities
in the magnetic circuit. The generalization is motivated by the multitude of
various representations of saturation that have appeared in the literature.
Virtually all methods proposed to date involve the addition of one or more
nonlinear terms to the model of (3.148)–(3.159). The following treatment
returns to the original abc variables so that any assumptions or added terms
can be traced through the transformation and scaling processes of the last
section. It is clear that, as in the last section, the flux linkage/current
relationships must satisfy assumptions (3) and (4) at the end of Section 3.3 if
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the results here are to be valid for the general model of (3.64)–(3.72). Toward
this end, we propose a flux linkage/current relationship of the following form:

λabc = Lss(θshaft)iabc + Lsr(θshaft)irotor

−Sabc(iabc, λrotor, θshaft) (3.164)

λrotor = Lt
sr(θshaft)iabc + Lrr(θshaft)irotor

−Srotor(iabc, λrotor, θshaft) (3.165)

where all quantities are as previously defined, and Sabc and Srotor satisfy
assumptions (3) and (4) at the end of Section 3.3. The choice of stator
currents and rotor flux linkages for the nonlinearity dependence was made
to allow comparsion with traditional choices of functions. With these two
assumptions, Sabc and Srotor must be such that when (3.164) and (3.165)
are transformed using (3.10), the following nonlinear flux linkage/current
relationship is obtained

λd = (L`s + Lmd)id + Lsfdifd + Ls1di1d − Sd(idqo, λrotor) (3.166)

λfd =
3

2
Lsfdid + Lfdfdifd + Lfd1di1d − Sfd(idqo, λrotor) (3.167)

λ1d =
3

2
Ls1did + Lfd1difd + L1d1di1d − S1d(idqo, λrotor) (3.168)

λq = (L`s + Lmq)iq + Ls1qi1q + Ls2qi2q − Sq(idqo, λrotor) (3.169)

λ1q =
3

2
Ls1qiq + L1q1qi1q + L1q2qi2q − S1q(idqo, λrotor) (3.170)

λ2q =
3

2
Ls2qiq + L1q2qi1q + L2q2qi2q − S2q(idqo, λrotor) (3.171)

and

λo = L`sio − So(idqo, λrotor). (3.172)

This system includes the possibility of coupling between all of the d, q,
and o subsystems. Saturation functions that satisfy these two assumptions
normally have a balanced symmetrical three-phase dependence on shaft po-
sition.
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In terms of the scaled variables of the last two sections, and using (3.129)
(cd = cq = 1),

ψd = Xd(−Id) +XmdIfd +XmdI1d − S
(1)
d (Y1) (3.173)

ψfd = Xmd(−Id) +XfdIfd +XmdI1d − S
(1)
fd (Y1) (3.174)

ψ1d = Xmd(−Id) +XmdIfd +X1dI1d − S
(1)
1d (Y1) (3.175)

and

ψq = Xq(−Iq) +XmqI1q +XmqI2q − S(1)
q (Y1) (3.176)

ψ1q = Xmq(−Iq) +X1qI1q +XmqI2q − S
(1)
1q (Y1) (3.177)

ψ2q = Xmq(−Iq) +XmqI1q +X2qI2q − S
(1)
2q (Y1) (3.178)

and

ψo = X`s(−Io) − S(1)
o (Y1) (3.179)

where

Y1
∆
= [Id ψfd ψ1d Iq ψ1q ψ2q Io]

t (3.180)

S
(1)
d

∆
= Sd/ΛBDQ, S

(1)
fd

∆
= Sfd/ΛBFD, S

(1)
1d

∆
= S1d/ΛB1D

S(1)
q

∆
= Sq/ΛBDQ, S

(1)
1q

∆
= S1q/ΛB1Q, S

(1)
2q

∆
= S2q/ΛB2Q

S(1)
o

∆
= So/ΛBDQ (3.181)

with each S evaluated using λdqo, λrotor written as a function of Y1. Using
new variables E

′

d and E
′

q, and rearranging so that rotor currents can be
eliminated, gives

ψd = −X ′′

d Id +
(X

′′

d −X`s)

(X
′

d −X`s)
E

′

q +
(X

′

d −X
′′

d )

(X
′

d −X`s)
ψ1d − S

(2)
d (Y2)(3.182)

Ifd =
1

Xmd
[E

′

q + (Xd −X
′

d)(Id − I1d) + S
(2)
fd (Y2)] (3.183)

I1d =
X

′

d −X
′′

d

(X
′

d −X`s)2
[ψ1d + (X

′

d −X`s)Id −E
′

q + S
(2)
1d (Y2)] (3.184)
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and

ψq = −X ′′

q Iq −
(X

′′

q −X`s)

(X ′

q −X`s)
E

′

d +
(X

′

q −X
′′

q )

(X ′

q −X`s)
ψ2q − S(2)

q (Y2)(3.185)

I1q =
1

Xmq
[−E′

d + (Xq −X
′

q)(Iq − I2q) + S
(2)
1q (Y2)] (3.186)

I2q =
X

′

q −X
′′

q

(X ′

q −X`s)2
[ψ2q + (X

′

q −X`s)Iq +E
′

d + S
(2)
2q (Y2)] (3.187)

and

ψo = −X`sIo − S(2)
o (Y2) (3.188)

where

Y2
∆
= [Id E

′

q ψ1d Iq E
′

d ψ2q Io]
t (3.189)

and

S
(2)
d

∆
= S

(1)
d − S

(2)
fd − (X

′

d −X
′′

d )

(X
′

d −X`s)
S

(2)
1d ,

S
(2)
fd

∆
=
Xmd

Xfd
S

(1)
fd , S

(2)
1d

∆
= S

(1)
1d − S

(2)
fd ,

S(2)
q

∆
= S(1)

q − S
(2)
1q −

(X
′

q −X
′′

q )

(X ′

q −X`s)
S

(2)
2q ,

S
(2)
1q

∆
=
Xmq

X1q
S

(1)
1q , S

(2)
2q

∆
= S

(1)
2q − S

(2)
1q ,

S(2)
o

∆
= S(1)

o (3.190)

with each S(1) evaluated using Y1, written as a function of Y2.



3.5. THE NONLINEAR MAGNETIC CIRCUIT 47

Elimination of rotor currents from (3.64)–(3.72) gives the final dynamic
model with general nonlinearities.

1

ωs

dψd

dt
= RsId +

ω

ωs
ψq + Vd (3.191)

1

ωs

dψq

dt
= RsIq −

ω

ωs
ψd + Vq (3.192)

1

ωs

dψo

dt
= RsIo + Vo (3.193)

T
′

do

dE
′

q

dt
= −E′

q − (Xd −X
′

d)[Id −
X

′

d −X
′′

d

(X
′

d −X`s)2
(ψ1d + (X

′

d −X`s)Id

−E′

q + S
(2)
1d (Y2))] − S

(2)
fd (Y2) +Efd (3.194)

T
′′

do

dψ1d

dt
= −ψ1d +E

′

q − (X
′

d −X`s)Id − S
(2)
1d (Y2) (3.195)

T
′

qo

dE
′

d

dt
= −E′

d + (Xq −X
′

q)[Iq −
X

′

q −X
′′

q

(X ′

q −X`s)2
(ψ2q + (X

′

q −X`s)Iq

+E
′

d + S
(2)
2q (Y2))] + S

(2)
1q (Y2) (3.196)

T
′′

qo
dψ2q

dt
= −ψ2q −E

′

d − (X
′

q −X`s)Iq − S
(2)
2q (Y2) (3.197)

dδ

dt
= ω − ωs (3.198)

2H

ωs

dω

dt
= TM − (ψdIq − ψqId) − TFW (3.199)

with the three algebraic equations,

ψd = −X ′′

d Id +
(X

′′

d −X`s)

(X
′

d −X`s)
E

′

q +
(X

′

d −X
′′

d )

(X
′

d −X`s)
ψ1d

−S(2)
d (Y2) (3.200)

ψq = −X ′′

q Iq −
(X

′′

q −X`s)

(X ′

q −X`s)
E

′

d +
(X

′

q −X
′′

q )

(X ′

q −X`s)
ψ2q

−S(2)
q (Y2) (3.201)

ψo = −X`sIo − S(2)
o (Y2) (3.202)

Y2 = [Id E
′
q ψ1d Iq E

′
d ψ2q Io]

t (3.203)
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As in the last section, new speeds could be defined so that each dynamic state
includes a time constant. It is important to note, however, that, as in the
last section, terms on the right-hand side of the dynamic state model imply
that these time constants do not necessarily completely identify the speed
of response of each variable. This is even more evident with the addition of
nonlinearities.

One purpose for beginning this section by returning to the abc vari-
ables was to trace the nonlinearities through the transformation and scaling
process. This ensures that the resulting model with nonlinearities is, in some
sense, consistent. This was partly motivated by the proliferation of different
methods to account for saturation in the literature. For example, the litera-
ture talks about “Xmd” saturating, or Xmd being a function of the dynamic
states. This could imply that many constants we have defined would change
when saturation is considered. With the presentation given above, it is clear
that all constants can be left unchanged, while the nonlinearities are included
in a set of functions to be specified based on some design calculation or test
procedure.

It is interesting to compare these general nonlinearity functions with
other methods that have appeared in the literature [20, 22, 23, 26, 27, 35, 36]–
[50]. Reference [37] discusses a typical representation that uses:

S
(2)
d = 0, S

(2)
1d = 0, S(2)

q = 0, S
(2)
2q = 0, S(2)

o = 0 (3.204)

and keeps S
(2)
fd and S

(2)
1q expressed as

S
(2)
fd =

ψ
′′

d

|ψ′′ |SG(|ψ′′ |) (3.205)

S
(2)
1q =

ψ
′′

q (Xq −X`s)

|ψ′′ |(Xd −X`s)
SG(|ψ′′ |) (3.206)

where

|ψ′′ | ∆
= (ψ

′′2
d + ψ

′′2
q )1/2 (3.207)

and

ψ
′′

d
∆
=

(

X
′′

d −X`s

X
′

d −X`s

)

E
′

q +

(

X
′

d −X
′′

d

X
′

d −X`s

)

ψ1d (3.208)

ψ
′′

q
∆
= −

(

X
′′

q −X`s

X ′

q −X`s

)

E
′

d +

(

X
′

q −X
′′

q

X ′

q −X`s

)

ψ2q. (3.209)
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The saturation function SG should be correct under open-circuit conditions.
For steady state with

Id = Iq = Io = I1d = I1q = I2q = 0

ψq = −E′
d = ψ′′

q = −Vd = ψ1q = ψ2q = 0

ψd = E′
q = ψ′′

d = Vq = ψ1d = Efd − S
(2)
fd (3.210)

the open-circuit terminal voltage is

Vtoc =
√

V 2
d + V 2

q = E′
q (3.211)

and the field current is

Ifd =
E′

q + S
(2)
fd

Xmd
. (3.212)

From the saturation representation of (3.205),

S
(2)
fd = SG(Vtoc) (3.213)

XmdIfd = Vtoc + SG(Vtoc). (3.214)

The function SG can then be obtained from an open-circuit characteristic,
as shown in Figure 3.3. While this illustrates the validity of the saturation
function under open-circuit conditions, it does not totally support its use
under load. In addition, it has been shown that this representation does not
satisfy the assumption of a conservative coupling field [51].

3.6 Single-Machine Steady State

To introduce steady state, we assume constant states and look at the alge-
braic equations resulting from the dynamic model. We will analyze the sys-
tem under the condition of a linear magnetic circuit. Thus, beginning with
(3.148)–(3.159), we observe that, for constant states, we must have constant
speed ω and constant angle δ, thus requiring ω = ωs and, therefore,

Vd = −RsId − ψq (3.215)

Vq = −RsIq + ψd. (3.216)

Assuming a balanced three-phase operation, all of the “zero” variables and
damper winding currents are zero. The fact that damper-winding currents
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slope = Xmd

Xmd

SG(V)Vt

V

oc

Ifd

Figure 3.3: Synchronous machine open-circuit characteristic

are zero can be seen by recalling that the right-hand sides of (3.152)–(3.154)
are actually scaled damper-winding currents. Using these to simplify (3.151),
(3.153), (3.157), and (3.158), the other algebraic equations to be solved are

0 = −E′

q − (Xd −X
′

d)Id +Efd (3.217)

0 = −ψ1d +E
′

q − (X
′

d −X`s)Id (3.218)

0 = −E′

d + (Xq −X
′

q)Iq (3.219)

0 = −ψ2q −E
′

d − (X
′

q −X`s)Iq (3.220)

0 = TM − (ψdIq − ψqId) − TFW (3.221)

ψd = E
′

q −X
′

dId (3.222)

ψq = −E′

d −X
′

qIq. (3.223)

Except for (3.221), these are all linear equations that can easily be solved for
various steady-state representations. Substituting for ψd and ψq in (3.215)
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and (3.216) gives

Vd = −RsId +E
′

d +X
′

qIq (3.224)

Vq = −RsIq +E
′

q −X
′

dId. (3.225)

These two real algebraic equations can be written as one complex equation
of the form

(Vd + jVq)e
j(δ−π/2) = −(Rs + jXq)(Id + jIq)e

j(δ−π/2) +E (3.226)

where

E = [(E
′

d − (Xq −X
′

q)Iq) + j(E
′

q + (Xq −X
′

d)Id)]e
j(δ−π/2)

= j[(Xq −X ′
d)Id +E′

q]e
j(δ−π/2). (3.227)

Clearly, many alternative complex equations can be written from (3.224)
and (3.225), depending on what is included in the “internal” voltage E.
For balanced symmetrical sinusoidal steady-state abc voltages and currents,
the quantities (Vd + jVq)e

j(δ−π/2) and (Id + jIq)e
j(δ−π/2) are the per-unit

RMS phasors for a phase voltage and current (see (3.73)–(3.91)). This gives
considerable physical significance to the circuit form of (3.226) shown in
Figure 3.4. The internal voltage E can be further simplified, using (3.217),

+_

+

_

Rs

E
–

jXq (Id + jIq) ej(δ–π/2)

(Vd + jVq) ej(δ–π/2)

Figure 3.4: Synchronous machine circuit representation in steady state

as

E = j[(Xq −Xd)Id +Efd]e
j(δ−π/2)

= [(Xq −Xd)Id +Efd]e
jδ. (3.228)

An important observation is

δ = angle on E. (3.229)
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Also from (3.142) and (3.143),

Ifd = Efd/Xmd. (3.230)

Several other points are worth noting. First, the open-circuit (or zero stator
current) terminal voltage is

(Vd + jVq)e
j(δ−π/2) |Id=Iq=0= Efde

jδ. (3.231)

Therefore, for Efd = 1, the open-circuit terminal voltage is 1, and field
current is 1/Xmd. Also,

Vd |Id=Iq=0 = E
′

d |Id=Iq=0= −ψq |Id=Iq=0= 0 (3.232)

Vq |Id=Iq=0 = E
′

q |Id=Iq=0= ψd |Id=Iq=0= Efd. (3.233)

The electrical torque is

TELEC = ψdIq − ψqId = VdId + VqIq +Rs(I
2
d + I2

q ) (3.234)

This torque is precisely the “real power” delivered by the controlled source
of Figure 3.4. That is, for I = (Id + jIq)e

j(δ−π/2),

TELEC = TM = Real[EI
∗
]. (3.235)

We can then conclude that the electrical torque from the shaft is equal to
the power delivered by the controlled source. In steady state, the electrical
torque from the shaft equals TM when TFW = 0. From the circuit with
V = (Vd + jVq)e

j(δ−π/2),

TELEC = Real

[

E

(

E − V

Rs + jXq

)∗]

. (3.236)

For zero stator resistance and round rotor,

TELEC | Rs=0

Xd=Xq

= Real

[

Efde
jδ

(

Efde
−jδ − V

∗

−jXd

)]

(3.237)

or

TELEC | Rs=0

Xd=Xq

=
EfdV

Xd
sin δT (3.238)
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where the angle δT is called the torque angle,

δT
∆
= δ − θ (3.239)

with

V = V ejθ. (3.240)

Under these conditions, and this definition of the torque angle, δT < 0 for a
motor and δT > 0 for a generator.

Example 3.1

Consider a synchronous machine (without saturation) serving a load with

V = 1 6 10o pu I = 0.5 6 − 20o pu.

It has Xd = 1.2, Xq = 1.0, Xmd = 1.1, X ′
d = 0.232, Rs = 0 (all in pu). Find

δ, δT , Id, Iq, Vd, Vq, ψd, ψq, E
′
q, Efd, Ifd (all in pu except angles in degrees).

Solution:

(0.768Id +E′
q) 6 δ = 1 6 90 × 0.5 6 − 20o + 1 6 10o

= 1.323 6 29.1o

so

δ = 29.1o δT = 29.1o − 10o = 19.1o

Id + jIq = 0.5 6 − 20o − 29.1o + 90o = 0.5 6 40.9o

Id = 0.378 Iq = 0.327

Vd + jVq = 1 6 10o − 29.1o + 90o = 1 6 70.9o

Vd = 0.327 Vq = 0.945

ψd = Vq + 0Iq = 0.945

ψq = −Vd − 0Id = −0.327.

To find E′
q and Efd, return to | E |

0.768 × 0.378 +E ′
q = 1.323

E′
q = 1.033

1.033 = −(1.2 − 0.232) × 0.378 +Efd

Efd = 1.399.
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To find Ifd, it is easy to show that

Ifd =
Efd

Xmd
=

1.399

1.1
= 1.27.

These solutions can be checked by noting that, in scaled per unit, TELEC is
equal to POUT .

TELEC = ψdIq − ψqId = 0.4326

POUT = Real (V I
∗
) = Real (0.5 6 + 30o) = 0.433.

Also,

QOUT = Imag(V I
∗
) = Imag(0.5 6 30o) = 0.25

= Imag((Vd + jVq)e
−j(δ−π/2)(Id − jIq)e

j(δ−π/2))

= Imag((Vd + jVq)(Id − jIq))

= ψdId + ψqIq = 0.25.

2

The steady-state analysis of a given problem involves certain constraints.
For example, depending on what is specified, the solution of the steady-
state equations may be very difficult to solve. The solution of steady-state
in multimachine power systems is usually called load flow, and is discussed
in later chapters. The extension of this steady-state analysis to include
saturation is left as an exercise.

3.7 Operational Impedances and Test Data

The synchronous machine model derived in this chapter was based on the
initial assumption of three stator windings, one field winding, and three
damper windings (1d, 1q, 2q). In addition, the machine reactances and time
constants were defined in terms of this machine structure. This is consis-
tent with [20] and many other references. It was noted earlier, however,
that many of the machine reactances and time constants have been defined
through physical tests or design parameters rather than a presupposed phys-
ical structure and model. Regardless of the definition of constants, a given
model contains quantities that must be replaced by numbers in a specific
simulation. Since designers use considerably more detailed modeling, and
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physical tests are model independent, there could be at least three different
ways to arrive at a value for a constant denoted by the symbols used in the
model of this chapter. For example, a physical test can be used to compute
a value of T

′′

do if T
′′

do is defined through the outcome of a test. A designer can
compute a value of T

′′

do from physical parameters such that the value would
approximate the test value. The definition of T

′′

do in this chapter was not
based on any test and could, therefore, be different from that furnished by a
manufacturer. For this reason, it is important to always verify the definitions
of all constants to ensure that the numerical value is a good approximation
of the constant used in the model.

The concept of operational impedance was introduced as a means for
relating test data to model constants. The concept is based on the response
of a machine to known test voltages. These test voltages may be either dc or
sinusoidal ac of variable frequency. The stator equations in the transformed
and scaled variables can be written in the Laplace domain from (3.64)–(3.72)
with constant speed (ω = ωss) as

V d = −RsId −
ωss

ωs
ψq +

s

ωs
ψd (3.241)

V q = −RsIq +
ωss

ωs
ψd +

s

ωs
ψq (3.242)

V o = −RsIo +
s

ωs
ψo (3.243)

where s is the Laplace domain operator, which, in sinusoidal steady state
with frequency ωo in radians/sec, is

s = jωo. (3.244)

If we make the assumption that the magnetic circuit has a linear flux link-
age/current relationship that satisfies assumptions (3) and (4) of Section
3.3, we can propose that we have the Laplace domain relationship for any
number of rotor-windings (or equivalent windings that represent solid iron
rotor effects). When scaled, these relationships could be solved for ψd, ψq,

and ψo as functions of Id, Iq, Io, all rotor winding voltages and the operator
s. For balanced, symmetric windings and all-rotor winding voltages zero
except for Vfd, the result would be

ψd = −Xdop(s)Id +Gop(s)V fd (3.245)

ψq = −Xqop(s)Iq (3.246)

ψo = −XoopIo. (3.247)



56 CHAPTER 3. SYNCHRONOUS MACHINE MODELING

To see how this could be done for a specific model, consider the three-
damper-winding model of the previous sections. The scaled Kirchhoff equa-
tions are given as (3.67)–(3.70), and the scaled linear magnetic circuit equa-
tions are given as (3.122)–(3.128). From these equations in the Laplace
domain with operator s and V1d = V1q = V2q = 0,

s

ωs
[Xmd(−Id) +XfdIfd + cdXmdI1d] = −RfdIfd + V fd (3.248)

s

ωs
[Xmd(−Id) + cdXmdIfd +X1dI1d] = −R1dI1d (3.249)

s

ωs
[Xmq(−Iq) +X1qIq + cqXmqI2q] = −R1qI1q (3.250)

s

ωs
[Xmq(−Iq) + cqXmqI1q +X2qI2q] = −R2qI2q (3.251)

ψo = X`s(−Io). (3.252)

The two d equations can be solved for Ifd and I1d as functions of s times Id

and V fd. The two q axis equations can be solved for I1q and I2q as functions
of s times Iq. When substituted into (3.122) and (3.125), this would produce
the following operational functions for this given model:

Xdop(s) = Xd

−
[

s
ωs
X2

md(R1d + s
ωs
X1d − 2 s

ωs
cdXmd +Rfd + s

ωs
Xfd)

(Rfd + s
ωs
Xfd)(R1d + s

ωs
X1d) − ( s

ωs
cdXmd)2

]

(3.253)

Gop(s) =

[

Xmd(R1d + s
ωs
X1d − s

ωs
cdXmd)

(Rfd + s
ωs
Xfd)(R1d + s

ωs
X1d) − ( s

ωs
cdXmd)2

]

(3.254)

Xqop(s) = Xq

−
s
ωs
X2

mq(R2q + s
ωs
X2q − 2 s

ωs
cqXmq +R1q + s

ωs
X1q)

(R2q + s
ωs
X2q)(R1q + s

ωs
X1q) − ( s

ωs
cqXmq)2

(3.255)

Xoop(s) = X`s. (3.256)

Note that for s = 0 in this model

Xdop(0) = Xd (3.257)

Gop(0) =
Xmd

Rfd
(3.258)

Xqop(0) = Xq (3.259)
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and for s = ∞ in this model with cd = cq = 1

Xdop(∞) = X
′′

d (3.260)

Xqop(∞) = X
′′

q . (3.261)

For this model, it is also possible to rewrite (3.253)–(3.256) as a ratio of
polynomials in s that can be factored to give a time constant representation.
The purpose for introducing this concept of operational functions is to show
one possible way in which a set of parameters may be obtained from a
machine test. At standstill, the Laplace domain equations (3.241)–(3.243)
and (3.245)–(3.247) are

V d = −
(

Rs +
s

ωs
Xdop(s)

)

Id +
s

ωs
Gop(s)V fd (3.262)

V q = −
(

Rs +
s

ωs
Xqop(s)

)

Iq (3.263)

V o = −
(

Rs +
s

ωs
Xoop(s)

)

Io. (3.264)

To see how these can be used with a test, consider the schematic of Figure 3.1
introduced earlier. With all the abc dot ends connected together to form a
neutral point, the three abc x ends form the stator terminals. If a scaled
voltage Vtest is applied across bc, with the a terminal open, the scaled series
Ic(−Ib) current establishes an axis that is 90o ahead of the original a-axis, as
shown in Figure 3.5. With this symmetry and θshaft = 2π

P mech. rad (found
by observing the field voltage as the rotor is turned), the scaled voltage Va

will be zero even for nonzero Ic = −Ib and Ifd, since its axis is perpendicular
to both the b- and c-axis and the field winding d-axis. Also, the unscaled
test voltage is

vtest = vb − vc (3.265)

and, by symmetry with θshaft = 2π
P mechanical radians,

vb = −vc. (3.266)

The unscaled transformed voltages are

vd =

√
3

2
vb −

√
3

2
vc =

√
3

2
vtest (3.267)

vq = vo = 0 (3.268)
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θ
Shaft

a-axis

d-axis

q-axis

a (open)

bc

fd

(neutral)

+

-

-Ib

Vtest

(terminal)

(neutral)

(terminal)

(neutral)

⊗

⊗

⊗

Ic

-Ib=Itest

Figure 3.5: Standstill test schematic

and the unscaled transformed currents are

id =

√
3

2
ib −

√
3

2
ic =

√
3ib =

√
3itest (3.269)

iq = io = 0. (3.270)

For a test set of voltage and current,

vtest =
√

3
√

2Vto cos(ωot+ θo) (3.271)

itest =
√

2Ito cos(ωot+ φo) (3.272)

with scaled RMS cosine reference phasors defined as

V test
pu

∆
=

√
3Vto

VBABC
ejθo (3.273)

Itest
pu

∆
=

Ito
IBABC

ejφo (3.274)

the scaled quantities Vd and Id are

Vd =
vd

VBDQ
=

1√
2VBABC

√
3

2

√
3
√

2Vto cos(ωot+ θo) (3.275)

Id =
−id
IBDQ

=
−1√

2IBABC

√
3
√

2Ito cos(ωot+ φo) (3.276)
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or

Vd =

√
3

2
|V test

pu
| cos(ωot+ θo) (3.277)

Id = −
√

3|Itest
pu

| cos(ωot+ φo) (3.278)

(V d =

√
3

2
| V test

pu
| ejθo, Id = −

√
3 | Itest

pu
| ejφo).

For s = jωo, the ratio of test voltage to current is

Zo(jωo)
∆
=

V test
pu

Itest
pu

= −2
V d

Id
(3.279)

which can be written as a real plus imaginary function

Zo(jωo) = Ro(ωo) + jXo(ωo). (3.280)

Therefore, from (3.262), with V fd = 0 and s = jωo,

(

Rs + j
ωo

ωs
Xdop(jωo)

)

=
1

2
Zo(jωo). (3.281)

Clearly Rs is one-half the ratio of a set of dc test voltage and current. After
Rs is determined, the operational impedance for any frequency ωo is

Xdop(jωo) = −j ωs

ωo






V test
pu

2Itest
pu

−Rs




 . (3.282)

A typical test result for a salient pole machine is shown in Figure 3.6 [20, 52]
(Xdop(jωo) is a complex quantity). The plot typically has three levels
with two somewhat distinct breakpoints, as shown. For round rotor ma-
chines, the plot is more uniform, decreasing with a major breakpoint at 0.01
Hz. A similar test with different rotor positions could be used to compute
Xqop(jωo). These tests, as well as others, are described in considerable detail
in [20, 52, 53]. Reference [53] also includes a discussion on curve-fitting pro-
cedures to compute “best-fit” model parameters from the frequency response
test data. For example, the operational impedance X dop(s) for the model
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Figure 3.6: Salient-pole machine

used earlier is given by (3.253). If a plot similar to Figure 3.6 (together
with a plot of the angle on Xdop(s)) is available, the model parameters can
be computed so that (3.253) is some “best-fit” to Figure 3.6. It is possible
to make the fit better for different frequency ranges. Thus, the data to be
used for a given model can be adjusted to make the model more accurate in
certain frequency ranges. The only way to make the model more accurate
in all frequency ranges is to increase the dynamic order of the model by
adding more “damper” windings in an attempt to reach a better overall fit
of Xdop(s) to the standstill frequency response. Similarly it is clear that the
key to model reduction is to properly eliminate dynamic states while still
preserving some phenomena (or frequency range response) of interest. This
is discussed extensively in later chapters.

In summary, it is important to note several important points about syn-
chronous machine dynamic modeling. First, the literature abounds with
various notational conventions and definitions. The notations and conven-
tions used in this text are as standard as possible given the proliferation of
models. It basically follows that of [20]–[29]. Second, it is important to re-
peat that standard symbols have been defined through the model proposed
in this text (and [20]–[29]) with a few noted exceptions. The procedures
followed by the industry often define constants through well-defined tests.
In some cases, these definitions do not coincide precisely with the model
definitions in this text. Thus, when using data obtained from manufactur-
ers, it is important to clarify which definition of symbols is being used. If
frequency response data are given, the model parameters can be computed
using curve-fitting techniques.
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3.8 Problems

3.1 The text uses Tqdo to transform abc variables into dqo variables. Con-
sider the following alternative transformation matrix:

Pdqo =

√

2

3







cos P
2 θshaft cos

(
P
2 θshaft − 2π

3

)

cos
(

P
2 θshaft + 2π

3

)

sin P
2 θshaft sin

(
P
2 θshaft − 2π

3

)

sin
(

P
2 θshaft + 2π

3

)

1√
2

1√
2

1√
2






.

Show that P t
dqo = P−1

dqo (Pdqo is orthogonal).

3.2 Given the following model

v = 10i +
dλ

dt
, λ = 0.05i

scale v, i, and λ as follows:

V =
v

VB
, I =

i

IB
, ψ =

λ

ΛB

to get

V = RI +
1

ωB

dψ

dt
, ψ = XI.

Find R and X if VB = 10,000 volts, SB = 5 × 106 V A, ωB = 2π60
rad/sec, and IB = SB/VB , ΛB = VB/ωB .

3.3 Using the Pdqo of Problem 3.1 with

va =
√

2V cos(ωst+ θ)

vb =
√

2V cos(ωst+ θ − 2π

3
)

vc =
√

2V cos(ωst+ θ +
2π

3
)

and δ̂
∆
= P

2 θshaft − ωst− π
2 , express the phasor V = V ejθ in terms of

vd, vq, and δ̂ that you get from using Pdqo to transform va, vb, vc into
vd, vq, vo.

3.4 Neglect saturation and derive an expression for E
′

in the following
alternative steady-state equivalent circuit: Write E

′
as a function of

E′
q, Id, Iq, δ.
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+
–

jXd′ Rs (Id + jIq) ej(δ–π/2)

(Vd + jVq) ej(δ–π/2)

+

–

E
–

′

3.5 Given the magnetization curve shown in pu, compute Xmd and plot
SG(ψ) for

ψ = XmdI − SG(ψ).

1.0 2.0 3.0 I

1.5

1.0

0.5

ψ

3.6 Repeat the derivation of the single-machine steady-state equivalent cir-
cuit using the following saturation functions:

S
(2)
d = S

(2)
1d = S

(2)
q = S

(2)
1q = S

(2)
2q = S

(2)
o = 0

S
(2)
fd = SG(E′

q)

where SG is obtained from the open-circuit characteristic as given in
the text.
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3.7 From Ref. [51], show that the saturation model of Problem 3.6 does
satisfy all conditions for a conservative coupling field.

3.8 Given (3.122)–(3.124) and (3.125)–(3.127), together with (3.64)–(3.70),
find a circuit representation for these mathematical models. (Hint:
Split Xd, Xfd, X1d, etc. into leakage plus magnetizing.)

3.9 Given the following nonlinear magnetic circuit model for a synchronous
machine:

ψd = Xd(−Id) +XmdIfd − Sd(ψd, ψfd)

ψfd = Xmd(−Id) +XfdIfd − Sfd(ψd, ψfd)

ψq = Xq(−Iq) +XmqI1q − Sq(ψq, ψ1q)

ψ1q = Xmq(−Iq) +X1qI1q − S1q(ψq, ψ1q).

(a) Find the constraints on the saturation functions Sd, Sfd, Sq, S1q

such that the overall model does not violate the assumption of a
conservative coupling field.

(b) If the other steady-state equations are

Vd = −RsId − ψq Vfd = RfdIfd

Vq = −RsIq + ψd 0 = R1qI1q

find an expression for E, where E is the voltage “behind” Rs+jXq

in a circuit that has a terminal voltage

V = (Vd + jVq)e
j(δ−π/2).
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Chapter 4

SYNCHRONOUS
MACHINE CONTROL
MODELS

4.1 Voltage and Speed Control Overview

The primary objective of an electrical power system is to maintain balanced
sinusoidal voltages with virtually constant magnitude and frequency. In the
synchronous machine models of the last chapter, the terminal constraints
(relationships between Vd, Id, Vq, Iq, Vo, and Io) were not specified. These
will be discussed in the next chapter. In addition, the two quantities Efd and
TM were left as inputs to be specified. Efd is the scaled field voltage, which,
if set equal to 1.0 pu, gives 1.0 pu open-circuit terminal voltage. TM is the
scaled mechanical torque to the shaft. If it is specified as a constant, the
machine terminal constraints will determine the steady-state speed. Speci-
fying Efd and TM to be constants in the model means that the machine does
not have voltage or speed (and, hence, frequency) control. If a synchronous
machine is to be useful for a wide range of operating conditions, it should be
capable of participating in the attempt to maintain constant voltage and fre-
quency. This means that Efd and TM should be systematically adjusted to
accommodate any change in terminal constraints. The physical device that
provides the value of Efd is called the exciter. The physical device that pro-
vides the value of TM is called the prime mover. This chapter is devoted to
basic mathematical models of these components and their associated control
systems.

65
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4.2 Exciter Models

One primary reason for using three-phase generators is the constant electrical
torque developed in steady state by the interaction of the magnetic fields
produced by the armature ac currents with the field dc current. Furthermore,
for balanced three-phase machines, a dc current can be produced in the
field winding by a dc voltage source. In steady state, adjustment of the
field voltage changes the field current and, therefore, the terminal voltage.
Perhaps the simplest scheme for voltage control would be a battery with
a rheostat adjusted voltage divider connected to the field winding through
slip rings. Manual adjustment of the rheostat could be used to continuously
react to changes in operating conditions to maintain a voltage magnitude
at some point. Since large amounts of power are normally required for the
field excitation, the control device is usually not a battery, and is referred to
as the main exciter. This main exciter may be either a dc generator driven
off the main shaft (with brushes and slip rings), an inverted ac generator
driven off the main shaft (brushless with rotating diodes), or a static device
such as an ac-to-dc converter fed from the synchronous machine terminals or
auxiliary power (with slip rings). The main exciter may have a pilot exciter
that provides the means for changing the output of the main exciter. In any
case, Efd normally is not manipulated directly, but is changed through the
actuation of the exciter or pilot exciter.

Consider first the model for rotating dc exciters. One circuit for a sepa-
rately excited dc generator is shown in Figure 4.1 [21].

Saturation +

_

+

_

+_

iin1 rf1

ein1 Lf1

La1 ra

eout1 = vfdKa1 ω1 φa1

Figure 4.1: Separately excited dc machine circuit

Its output is the unscaled synchronous machine field voltage vfd. For
small ra1 and La1, this circuit has the dynamic model

ein1 = iin1rf1 +
dλf1

dt
(4.1)

vfd = Ka1ω1φa1 (4.2)
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with the exciter field flux linkage related to field flux φf1 by

λf1 = Nf1φf1. (4.3)

Assuming a constant percent leakage (coefficient of dispersion σ1), the ar-
mature flux is

φa1 =
1

σ1
φf1. (4.4)

Assuming constant exciter shaft speed ω1,

λf1 =
Nf1σ1

Ka1ω1
vfd. (4.5)

Now, the relationship between vfd and iin1 is nonlinear due to saturation
of the exciter iron, as shown in Figure 4.2. Without armature resistance

vfd

vres

Slope Kg1

(ω1 = constant)

∆iin1

vfd
Kg1

iin1

Figure 4.2: Exciter saturation curve

or inductance, this curve is valid for open-circuit or loaded conditions. The
slope of the unsaturated curve (air-gap line) is [55]

Kg1 =
Ka1ω1

Nf1σ1
Lf1us (4.6)

where Lf1us is referred to as the “unsaturated” field inductance. The sat-
uration can be accounted for by a saturation function fsat defined through
Figure 4.2 as

fsat(vfd) = ∆iin1/vfd. (4.7)

In terms of these quantities,

λf1 =
Lf1us
Kg1

vfd (4.8)
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and

iin1 =
vfd

Kg1
+ fsat(vfd)vfd. (4.9)

With these assumptions, the unscaled exciter dynamic model is

ein1 =
rf1

Kg1
vfd + rf1fsat(vfd)vfd +

Lf1us
Kg1

dvfd

dt
. (4.10)

This equation must now be scaled for use with the previously scaled syn-
chronous model. Since the armature terminals of the exciter are connected
directly to the terminals of the synchronous machine field winding, we must
scale vfd as before and use the same system power base. Thus, using (3.54),
(3.59), (3.113), and (3.139), we define

VR
∆
=

Xmdein1
RfdVBFD

(4.11)

KEsep
∆
=

rf1

Kg1
(4.12)

TE
∆
=

Lf1us
Kg1

(4.13)

SE(Efd)
∆
= rf1fsat

(
VBFDRfd

Xmd
Efd

)

(4.14)

With these assumptions and definitions, the scaled model of a separately
excited dc generator main exciter is

TE
dEfd

dt
= −

(

KEsep + SE(Efd)
)

Efd + VR. (4.15)

The input VR is normally the scaled output of the amplifier (or pilot exciter),
which is applied to the field of the separately excited main exciter.

When the main dc generator is self-excited, this amplifier voltage appears
in series with the exciter field, as shown in Figure 4.3. This field circuit has
the dynamic equation

ein1 = rf1iin1 +
dλf1

dt
− vfd (4.16)

with the same assumptions as above, and the new constant KEself
defined

as

KEself
∆
= KEsep − 1. (4.17)
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+_

+

_

Saturation

–

+

iin1

rf1

Lf1

ein1

ra1

La1

Ka1 ω1 φa1

eout1 = vfd

Figure 4.3: Self-excited dc generator circuit

The scaled model of a self-excited dc generator main exciter is, then,

TE
dEfd

dt
= −(KEself

+ SE(Efd))Efd + VR. (4.18)

For typical machines, KEself
is a small negative number. To allow voltage

buildup, it would be necessary to specify VR to include the residual voltage
that exists at zero iin1, as shown in Figure 4.2. Also, if ein1 is replaced by a
rheostat whose variable resistance is included in rf1, KEself

and SE would

be functions of both the actual field resistance and the rheostat resistance.
This rheostat can be set to produce the required terminal voltage. In steady
state with VR = Vres this requires

KEself
=

(

Vres
Efd

)

− SE(Efd). (4.19)

That is, since rf1 includes the rheostat setting, it can be adjusted for a
given steady-state condition. This would make rf1, rather than VR, a control
variable.

In steady state, the exciter equation (written simply with KE) is

0 = −(KE + SE(Efd))Efd + VR. (4.20)

The input VR usually has a maximum VRmax , which produces maximum
(ceiling) excitation voltage Efdmax . Since SE is a function of this excitation
level, these quantities must satisfy

0 = −(KE + SEmax)Efdmax + VRmax . (4.21)
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When specifying exciter data, it is common to specify the saturation function
through the number SEmax and the number SE0.75max , which is the saturation
level when Efd is 0.75 Efdmax . A saturation function is then fitted to these
two points. One typical function is

SE(Efd) = Axe
BxEfd. (4.22)

When evaluated at two points, this function gives

SEmax = Axe
BxEfdmax (4.23)

SE0.75max = Axe
Bx

3
4
Efdmax . (4.24)

For given values of KE , VRmax , SEmax , and SE0.75max , the constants Ax and
Bx can be computed. This is illustrated in the following example.

Example 4.1

Given: KE = 1.0, VRmax = 7.3, SEmax = 0.86, SE0.75max = 0.50 (all in pu)
Find: Ax and Bx

Solution:

From (4.20),

0 = −(1 + 0.86)Efdmax + 7.3

0.86 = Axe
BxEfdmax

0.50 = Axe
Bx

3
4
Efdmax

Solving these three equations gives

Efdmax = 3.925

Ax = 0.09826

Bx = 0.5527

2

References [55, 56] and [75] give additional information on these and
other exciter models.
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4.3 Voltage Regulator Models

The exciter provides the mechanism for controlling the synchronous machine
terminal voltage magnitude. In order to automatically control terminal volt-
age, a transducer signal must be compared to a reference voltage and am-
plified to produce the exciter input VR. The amplifier can be a pilot exciter
(another dc generator) or a solid-state amplifier. In either case, the amplifier
is often modeled as in the last section with a limiter replacing the saturation
function.

TA
dVR

dt
= −VR +KAVin (4.25)

V min
R ≤ VR ≤ V max

R (4.26)

where Vin is the amplifier input, TA is the amplifier time constant, and KA

is the amplifier gain. The VR limit can be multivalued to allow a higher
limit during transients. The steady-state limit would be lower to reflect
thermal constraints on the exciter and synchronous machine field winding.
Recall that VR is the scaled input to the main exciter. This voltage may be
anything between zero and its limits if the main exciter is self-excited, but
must be nonzero if the exciter is separately excited. We have assumed that
the amplifier data have been scaled according to our given per-unit system.

If the voltage Vin is simply the error voltage produced by the difference
between a reference voltage and a conditioned potential transformer con-
nected to the synchronous machine terminals, the closed-loop control system
can exhibit instabilities. This can be seen by noting that the self-excited dc
exciter can have a negative KE such that its open-loop eigenvalue is positive
for small saturation SE. Even without this potential instability, there is
always a need to shape the regulator response to achieve desirable dynamic
performance. In many standard excitation systems, this is accomplished
through a stabilizing transformer whose input is connected to the output of
the exciter and whose output voltage is subtracted from the amplifier input.
A scaled circuit showing the transformer output as VF is shown in Figure 4.4.
If It2 is initially zero and Lt2 is very large, then It2 must remain near zero.
With this assumption, an approximate dynamic model for this circuit is

Efd = Rt1It1 + (Lt1 + Ltm)
dIt1
dt

(4.27)

VF =
N2

N1
Ltm

dIt1
dt

(4.28)
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Figure 4.4: Stabilizing transformer circuit

where VF is a scaled output of the stabilizing transformer. Differentiating
VF and Efd gives

dVF

dt
=

N2

N1
Ltm

(
1

(Lt1 + Ltm)

(
dEfd

dt
− Rt1

Ltm

N1

N2
VF

))

. (4.29)

Using (4.18) with general KE and defining

TF
∆
=

Lt1 + Ltm

Rt1
(4.30)

KF
∆
=

N2

N1

Ltm

Rt1
(4.31)

the dynamic model of the stabilizing transformer can be written as

TF
dVF

dt
= −VF +KF

(

−KE + SE(Efd)

TE
Efd +

VR

TE

)

. (4.32)

Another form of this model is often used by defining

Rf
∆
=

KF

TF
Efd − VF . (4.33)

With Rf (called rate feedback) as the dynamic state,

TF
dRf

dt
= −Rf +

KF

TF
Efd. (4.34)

This form will be used throughout the remainder of the text.

If the amplifier input Vin contained only the reference voltage minus the
terminal voltage minus VF , the voltage regulator could still have regulation
and stability problems. There can be regulation problems when two or more
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synchronous machines are connected in parallel and each machine has an
exciter plus voltage regulator. Since the synchronous machine field current
has a major role in determining the reactive power output of the machine,
parallel operation requires that the field currents be adjusted properly so
that the machines share reactive power. This is accomplished through the
addition of a load compensation circuit in the regulator, which makes the
parallel operation appear as if there are two different terminal voltages even
though both machines are paralleled to the same bus. This can be done
by including stator current in the regulator input. To see how this can
be modeled, consider the scaled terminal voltages Va, Vb, and Vc found by
transforming and rescaling Vd, Vq, and Vo. Using (3.14) with Vo = 0 and
(3.39)

Va =
√

2(Vd sin(ωst+ δ) + Vq cos(ωst+ δ)) (4.35)

Vb =
√

2

(

Vd sin

(

ωst+ δ − 2π

3

)

+ Vq cos

(

ωst+ δ − 2π

3

))

(4.36)

Vc =
√

2

(

Vd sin

(

ωst+ δ +
2π

3

)

+ Vq cos

(

ωst+ δ +
2π

3

))

. (4.37)

The stator line currents Ia, Ib, and Ic are related in the same way with Vd

and Vq replaced by Id and Iq. These expressions are valid for transients as
well as steady state, and can be written alternatively as

Va =
√

2
√

V 2
d + V 2

q cos

(

ωst+ δ − π

2
+ tan−1 Vq

Vd

)

(4.38)

Vb =
√

2
√

V 2
d + V 2

q cos

(

ωst+ δ − π

2
+ tan−1 Vq

Vd
− 2π

3

)

(4.39)

Vc =
√

2
√

V 2
d + V 2

q cos

(

ωst+ δ − π

2
+ tan−1 Vq

Vd
+

2π

3

)

(4.40)

and similarily for Ia, Ib, and Ic. To see how load compensation can be
performed, consider the case of an overexcited synchronous machine (serv-
ing inductive load), with the steady-state phasor diagram of Figure 4.5.
Suppose that the sensed voltage is line-to-line RMS voltage V ac; then the
uncompensated voltage is defined as

Vtuncomp
∆
=

1√
3
|V ac|. (4.41)

Consider the compensated voltage defined as

Vtcomp
∆
=

1√
3
|V ac− ∝comp Ib| (4.42)
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Figure 4.5: Steady-state overexcited phasor diagram

where ∝comp is some positive compensation constant. The compensated
terminal voltage will differ from the uncompensated terminal voltage by an
amount proportional to ∝comp and the phase shift of Ib. With Ib in the
position shown in the phasor diagram, and if the reference voltage is near
the uncompensated value of Vt, the error signal from the compensated Vt

will tell the regulator to lower the terminal voltage (the reverse of what
you might expect!). When the machine is underexcited (serving capacitive
load), the current Ib will lead V b, and the compensated voltage will be
less than the uncompensated voltage. This voltage, when compared to a
reference voltage near the uncompensated voltage, will tell the regulator to
raise the terminal voltage (again, the reverse of what you might expect).
When two generators are operating in parallel, if the field current on one
generator becomes excessive and causes “circulating” reactive power, this
reactive power will be an inductive load to the excessively excited machine
and a capacitive load to the other. The compensation circuits then will
cause the excessive excitation to be reduced and the other to be raised, thus
balancing the reactive power loading. This type of load compensation is
called parallel droop compensation. Additional types of compensation that
do not result in a drop in voltage under inductive load are also available.

In terms of the dq components of V a, V c, and Ib, we can define the
compensated and uncompensated voltages as

Vtcomp
∆
=

1√
3





(

3

2
Vd +

√
3

2
Vq− ∝comp Id

)2
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+

(

3

2
Vq −

√
3

2
Vd− ∝comp Iq

)2




1/2

. (4.43)

This gives

Vtuncomp = Vtcomp |∝comp=0 =
√

V 2
d + V 2

q . (4.44)

Example 4.2

V a = 1 6 0, V b = 1 6 − 120o, V c = 1 6 120o

Ib = 0.5 6 180o (all pu).

This is a power factor = cos 60o (lagging power factor load)

Vtuncomp =
1√
3

√
3 = 1.0

Vtcomp =
1√
3
|
√

3 6 − 30o− ∝comp 0.5 6 180 | .

For ∝comp= 0.1

Vtcomp = 1.025.

If the reference voltage is 1.0, the voltage regulator will attempt to lower the
voltage by lowering Efd. 2

Example 4.3

Let us use the same voltages, I b = 0.5 6 − 90o (pu). This is the power factor
cos 30o (leading).

Vtuncomp =
1√
3

√
3 = 1.0

Vtcomp =
1√
3
|
√

3 6 − 30o − 0.05 6 − 90o |

= 0.986.

If the reference voltage is 1.0, the voltage regulator will attempt to raise the
voltage by raising Efd. This compensation will make two parallel generators
share the total reactive power output. 2
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Realizing that the sensed voltage may be either compensated or uncom-
pensated, we simply drop the subscript and write the final general expres-
sion for the amplifier input voltage using the stabilizer feedback variable Rf ,
rather than VF , as

Vin = Vref − Vt +Rf − KF

TF
Efd. (4.45)

In this model, we have not included any dynamics for the transducer, which
could be a potential transformer, filters, and smoothers. There are many
other fine details about excitation systems that may be important for some
simulations. In keeping with the philosophy of this text as one on funda-
mental dynamic modeling, we conclude this section with a summary of a
fundamental model of an excitation system:

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (4.46)

TF
dRf

dt
= −Rf +

KF

TF
Efd (4.47)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd

+KA(Vref − Vt) (4.48)

V min
R ≤ VR ≤ V max

R (4.49)

where KE may be the previously defined separate or self-excited constant,
and Vt may be either of the previously defined compensated or uncompen-
sated terminal voltages. To be complete, the model should include an ex-
pression for SE and an algebraic equation for Vt.

4.4 Turbine Models

The frequency of the ac voltage at the terminals of a synchronous machine
is determined by its shaft speed and the number of magnetic poles of the
machine. The steady-state speed of a synchronous machine is determined
by the speed of the prime mover that drives its shaft. Typical prime movers
are diesel engines, gasoline engines, steam turbines, hydroturbines (water
wheels), and gas turbines. The prime mover output affects the input TM
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in the model of the last chapter. This section presents basic models for the
hydroturbine and steam turbine.

Hydroturbines

Hydropower plants have essentially five major components. These are the
storage reservoir, intake tunnel, surge tank, penstock, and water (hydro)
turbine. Precise nonlinear models of these components are not typically
used in power system dynamic analysis. Alternatively, approximate linear
models are used to capture the fundamental characteristics of the plant and
its impact on the electrical system. Thus, the following models should not be
used for studies where large changes in turbine power are expected. Since the
turbine torque is the primary variable of interest, most models are made as
simple as possible while still preserving the turbine torque and speed control
characteristics. The power to the water turbine depends on the position of
the gate valve at the bottom of the penstock. The power is derived from the
water pressure that arises due to the water head (elevation). The penstock
is the water channel from the intake tunnel of the elevated reservoir down
to the gate valves and turbine. The gate valve position then corresponds
to a certain level of power PHV at rated speed. Using scaled parameters
consistent with the last chapter, a simplified model of hydroturbine small-
change dynamics is [57]

∆FR = A11∆TH +A12∆ωHT +A13∆PHV (4.50)

∆THT = A21∆TH +A22∆ωHT +A23∆PHV (4.51)

where ∆FR is the change in water flow rate, ∆TH is the change in turbine
head, ∆ωHT is the change in hydroturbine speed, and ∆THT is the change
in hydroturbine output torque, all scaled consistently with the last chapter.
One common model considers only two dynamic phenomena, the rate of
change of flow deviation as [57]

d∆FR

dt
= −∆TH

Tw
(4.52)

and Newton’s law for the turbine mass with scaled inertia constant HHT

d∆δHT

dt
= ∆ωHT (4.53)

2HHT

ωs

d∆ωHT

dt
= ∆THT − ∆TM (4.54)
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where Tw is the water starting time in seconds, and TM is as previously de-
fined for the synchronous machine shaft dynamics. The last equation allows
for the case where the shaft connection between the hydroturbine output
and the synchronous machine input is considered a stiff spring rather than
a rigid connection. In this case, the change in torque into the synchronous
machine would be

∆TM = −KHM (∆δ − ∆δHT ) (4.55)

where KHM represents the stiffness of the coupling between the turbine and
the synchronous machine, and δ is the machine angle, as previously defined.
While it is clearly possible to keep all terms, it is customary to assume that
A12∆ωHT and A22∆ωHT are small compared to other terms.

For operation near an equilibrium point (denoted as superscript o) with

T o
HT = A23P

o
HV = T o

M = −KHM (δo − δo
HT ) (4.56)

and

ωo
HT = ωs (4.57)

the actual variables are

THT = T o
HT + ∆THT (4.58)

TM = T o
M + ∆TM (4.59)

PHV = P o
HV + ∆PHV (4.60)

δ = δo + ∆δ (4.61)

δHT = δo
HT + ∆δHT (4.62)

ωHT = ωo
HT + ∆ωHT . (4.63)

The hydroturbine model written in actual per-unit torques (but valid only
for small changes about an equilibrium point) is written with THT as a state:

Tw
dTHT

dt
= − 1

A11
THT +

A23

A11
PHV

+Tw

(

A23 −
A13A21

A11

)
dPHV

dt
(4.64)

dδHT

dt
= ωHT − ωs (4.65)

2HHT

ωs

dωHT

dt
= THT − TM (4.66)

TM = −KHM (δ − δHT ). (4.67)
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When used with the synchronous machine model, the above TM expression
must be used in the speed equation for the synchronous machine. Thus, the
synchronous machine and turbine are coupled through the angles δ and δHT .
The hydrovalve power PHV will become a dynamic state when the hydro-
governor is added. For a rigid connection, THT becomes TM and the turbine
inertia is simply added to the synchronous machine inertia H, giving only

Tw
dTM

dt
= − 1

A11
TM +

A23

A11
PHV + Tw

(

A23 −
A13A21

A11

)
dPHV

dt
(4.68)

and TM remains in the synchronous machine speed equation. For an ideal
lossless hydroturbine at full load [57]

A11 = 0.5, A21 = 1.5, A13 = 1.0, A23 = 1.0 (4.69)

and Tw ranges between 0.5 and 5 seconds. Additional hydroturbine models
are discussed in references [57]–[59].

Steam turbines

Steam plants consist of a fuel supply to a steam boiler that supplies a
steam chest. The steam chest contains pressurized steam that enters a high-
pressure (HP) turbine through a steam valve. As in the hydroturbine, the
power into the high-pressure turbine is proportional to the valve opening.
A nonreheat system would then terminate in the condenser and cooling sys-
tems, with the HP turbine shaft connected to the synchronous machine. It
is common to include additional stages, such as the intermediate (IP) and
low (LP) pressure turbines. The steam is reheated upon leaving the high-
pressure turbine, and either reheated or simply crossed over between the IP
and LP turbines. The dynamics that are normally represented are the steam
chest delay, the reheat delay, or the crossover piping delay. In a tandem con-
nection, all stages are on the same shaft. In a cross-compound system, the
different stages may be connected on different shafts. These two shafts then
supply the torque for two generators. In this analysis, we model the steam
chest dynamics, the single reheat dynamics, and the mass dynamics for a
two-stage (HP and LP) turbine tandem mounted. In this model, we are
interested in the effect of the steam valve position (power PSV ) on the syn-
chronous machine torque TM . The incremental steam chest dynamic model
is a simple linear single time constant with unity gain, written in scaled
variables consistent with the last chapter as

TCH
d∆PCH

dt
= −∆PCH + ∆PSV (4.70)
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where ∆PCH is the change in output power of the steam chest. This output
is either converted into torque on the HP turbine or passed on to the reheat
cycle. Let the fraction that is converted into torque be

∆THP = KHP ∆PCH (4.71)

and the fraction passed on to the reheater be (1−KHP )∆PCH . The dynamics
of the HP turbine mass in incremental scaled variables are

d∆δHP

dt
= ∆ωHP (4.72)

2HHP

ωs

d∆ωHP

dt
= ∆THP − ∆THL (4.73)

where ∆THL is the incremental change in torque transmitted through the
shaft to the LP turbine. This is modeled as a stiff spring:

∆THL = −KHL(∆δLP − ∆δHP ). (4.74)

The reheat process has a time delay that can be modeled similarly as

TRH
d∆PRH

dt
= −∆PRH + (1 −KHP )∆PCH (4.75)

where ∆PRH is the change in output power of the reheater. Assuming that
this output is totally converted into torque on the LP turbine,

∆TLP = ∆PRH . (4.76)

The dynamics of the LP turbine mass in incremental scaled variables are

d∆δLP

dt
= ∆ωLP (4.77)

2HLP

ωs

d∆ωLP

dt
= ∆THL + ∆TLP − ∆TM (4.78)

where the torque to the connection of the LP turbine to the synchronous
machine is assumed to be transmitted through a stiff spring as

∆TM = −KLM (∆δ − ∆δLP ). (4.79)

For operation near an equilibrium point (denoted by superscript o) with

P o
CH = P o

SV , T o
HP = T o

HL = KHPP
o
CH = −KHL(δo

LP − δo
HP ),

T o
LP = P o

RH = (1 −KHP )P o
CH , ωo

LP = ωs, ω
o
HP = ωs,

T o
M = P o

CH = −KLM (δo − δo
LP ) (4.80)
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the actual variables are

PCH = P o
CH + ∆PCH (4.81)

PSV = P o
SV + ∆PSV (4.82)

δHP = δo
HP + ∆δHP (4.83)

ωHP = ωo
HP + ∆ωHP (4.84)

PRH = P o
RH + ∆PRH (4.85)

δLP = δo
LP + ∆δLP (4.86)

ωLP = ωo
LP + ∆ωLP (4.87)

δ = δo + ∆δ (4.88)

TM = T o
M + ∆TM . (4.89)

The steam turbine model written in actual per-unit torques (but valid only
for small changes about an equilibrium point) is written as

TCH
dPCH

dt
= −PCH + PSV (4.90)

dδHP

dt
= ωHP − ωs (4.91)

2HHP

ωs

dωHP

dt
= KHPPCH +KHL(δLP − δHP ) (4.92)

TRH
dPRH

dt
= −PRH + (1 −KHP )PCH (4.93)

dδLP

dt
= ωLP − ωs (4.94)

2HLP

ωs

dωLP

dt
= −KHL(δLP − δHP ) + PRH +KLM (δ − δLP ) (4.95)

and TM in the synchronous machine speed equation must be replaced by

TM = −KLM (δ − δLP ). (4.96)

The steam valve position PSV will become a dynamic state when the steam-
governor equations are added.

For rigid shaft couplings

KHPPCH = TM − PRH (4.97)

and the two turbine masses are added into the synchronous machine inertia
to give the following steam turbine model with TM as a dynamic state:
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TRH
dTM

dt
= − TM + (1 − KHPTRH

TCH
)PCH

+
KHPTRH

TCH
PSV (4.98)

TCH
dPCH

dt
= − PCH + PSV (4.99)

and TM remains as a state in the synchronous machine model. It is possible
to add more reheat stages and additional details. It is also possible to further
simplify.

For a nonreheat system, simply set TRH = 0 in (4.98)–(4.99), and the
following model is obtained:

TCH
dTM

dt
= −TM + PSV (4.100)

where again TM remains a state in the synchronous machine model and PSV

will become a state when the governor is added. The above non-reheat model
is often referred to as a Type A steam turbine model [59, 60].

4.5 Speed Governor Models

The prime mover provides the mechanism for controlling the synchronous
machine speed and, hence, terminal voltage frequency. To automatically
control speed (and therefore frequency), a device must sense either speed or
frequency in such a way that comparison with a desired value can be used
to create an error signal to take corrective action. In order to give a physical
feeling to the governor process, we will derive the dynamics of what could be
considered a crude (and yet practical) mechanical hydraulic governor. This
illustration and the derivation were originally given by Elgerd in [61].

Figure 4.6 gives a simple schematic of a flyball speed sensor with ideal
linkage to a hydraulic amplifier and piston for main valve control. Suppose
that the distance of points a and e from a fixed higher horizontal reference
are related to the per-unit values of a power change setting PC and value
power PSV , respectively. To see how the flyball functions for some fixed
P o

C , suppose that a load is removed from the generator such that an excess
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Figure 4.6: Mechanical–hydraulic speed governor [61]

of power is being supplied to the turbine through the valve. This excess
power will cause a change in generator speed ∆ω, which will increase the
velocity of the flyballs and hence lower point b. Lowering point b results
in a lowering of point c since they are assumed to be connected by a rigid
rod. Lowering point c must either lower d (if e does not change) or raise
e (if d does not change). If point d is lowered, the high-pressure fluid will
enter the hydraulic servo through the lower channel and exert a force on the
main piston to move up point e. Thus, in any case, lowering c results in a
raising of e and a corresponding decrease in PSV . The decrease in PSV will
eventually stop the increase in speed that initiated the movement of point b.
To model this action, we analyze the linkages and note that any incremental
change in the positions of points a, b, and c are related by

∆yb = Kba∆ya +Kbc∆yc. (4.101)

Any incremental change in the position of points c, d, and e are related by

∆yd = Kdc∆yc +Kde∆ye. (4.102)

The position of point a is related to the scaled value of PC so that

∆PC = Ka∆ya. (4.103)
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Neglecting the flyball dynamics, the position of point b changes in proportion
to a change in electrical speed as

∆ω = ωsKb∆yb. (4.104)

A change in the position of point d affects the position of point e through
the time delay associated with the fluid in the servo. We assume a linear
dynamic response for this time delay:

d∆ye

dt
= −Ke∆yd. (4.105)

Substituting the linkage relations in terms of the power change setting and
the speed change:

d∆ye

dt
= −Ke(Kdc∆yc +Kde∆ye)

= −KeKdc

(
∆yb −Kba∆ya

Kbc

)

−KeKde∆ye

= −KeKdc

KbcKb

∆ω

ωs
+
KeKdcKba

KbcKa
∆PC −KeKde∆ye. (4.106)

Using the proportionality between ∆PSV and ∆ye as

∆ye =
KdcKba

KdeKbcKa
∆PSV (4.107)

and defining

droop
∆
=

KbaKb

Ka

(
ωs

2π

)

(4.108)

TSV
∆
=

1

KeKde
(4.109)

the incremental governor model is

TSV
d∆PSV

dt
= −∆PSV + ∆PC −

(
ωs

2πdroop

)
∆ω

ωs
. (4.110)

The quantity “droop” is a speed droop expressed in Hz/per-unit megawatts.
Alternatively, we define a speed regulation quantity RD as

RD
∆
=

2πdroop

ωs
(4.111)
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For operation near an equilibrium point (denoted by superscript o) with

P o
C = P o

SV +
1

RD

(
ωo

ωs
− 1

)

(4.112)

the actual per-unit variables are

PSV = P o
SV + ∆PSV (4.113)

PC = P o
C + ∆PC (4.114)

ω = ωo + ∆ω. (4.115)

In these variables, the governor model including limits on the value position
is

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(4.116)

0 ≤ PSV ≤ Pmax
SV (4.117)

In addition to the limit on the valve position PSV , it may also be important
to constrain the derivative of PSV as rate limits. If this is done, the above
model corresponds to a General Electric type EH [59].

This model is not valid for large changes, but to illustrate the significance
of PC and RD, suppose that the machine is unloaded with PSV = Pc = 0.
If PC is left at 0 and the machine is loaded to its rating (PSV = 1), the full
load speed would be (1 − RD)ωs. So, if the speed regulation is set for 5%
droop (RD = 0.05), the change in speed between no load and full load would
be 5% of the rated load. Thus, RD can be written as

RD =
% droop

100
(4.118)

The quantity PC is a control input that can be either a constant, or the
output of an automatic generation control (AGC) scheme. To provide zero
steady-state error in speed (and therefore frequency), an integral control is
needed. In multimachine power systems, this load frequency control (LFC)
is used together with economic dispatch to maintain frequency at minimum
cost on an areawide and systemwide basis. In this case, PC would be the
output of a load reference motor, which is driven by an AGC signal based
on a unit control error. While this control ideally would maintain rated
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frequency in steady state, the accumulated error during transients makes
it necessary to have time corrections whenever the total accumulated time
error passes a specified threshold [61]. These controls involve fuel and boiler
dynamics that are often considered slow enough to be constants.

4.6 Problems

4.1 Using the steady-state exciter model of (4.20) and (4.22) withKE = 1.0,
VR max = 8.0, SE max = 0.9, SE0.75max = 0.5 (all pu), find Efd max,
Ax, and Bx.

4.2 Using the exciter model of (4.46) with KE = 1.0, SE = 0, and TE =
0.5 sec, compute the response of Efd for a constant input of VR = 1.0.
Use an initial value of Efd = 0 (all pu).

4.3 Using the exciter model of (4.18) and (4.22) with VR = Vres = 0.05,
find KEself

so that Efd = 1.0 when Ax = 0.1 and Bx = 0.6 (all pu).

4.4 Using the answer to Problem 4.3, compute the response of Efd for TE =
0.5 sec when it starts at zero. This requires the solution of a nonlinear
differential equation.

4.5 Using the excitation system models of (4.46)–(4.49), construct a block
diagram in the Laplace domain that shows the control system with
inputs Vref and Vt, and output Efd.

4.6 Repeat Problem 4.5 using VF as a dynamic state, rather than Rf .

4.7 Starting with the dynamic model of (4.46)–(4.49), derive the following
dynamic model (a fast static exciter/regulator):

T
dEfd

dt
= −Efd +K(Vref − Vt).

4.8 Using the turbine/governor model of (4.100) and (4.116), with

TSV = 0.2 sec PC = 0.7 pu RD = 0.05 pu
TCH = 0.4 sec ωs = 2π 60r/s

(a) Find the steady-state values of PSV and TM if ω = 376.9 r/s.

(b) Find the dynamic response of PSV and TM if ω changes at time
zero to be 376.8 r/s.



Chapter 5

SINGLE-MACHINE
DYNAMIC MODELS

5.1 Terminal Constraints

Throughout Chapters 3 and 4, the constraints on Id, Iq, Io and Vd, Vq, Vo

have been left unspecified. Perhaps the simplest terminal constraint that
could be specified is that of an ideal balanced three-phase resistive load
(Rload in per unit). This terminal constraint is

Vd = IdRload (Rload <∞) (5.1)

Vq = IqRload (Rload <∞) (5.2)

Vo = IoRload (Rload <∞) (5.3)

and

Id = Iq = Io = 0 (Rload = ∞). (5.4)

The most commonly used terminal constraint for a single machine is the
notorious infinite bus. In most power engineering terminology, an infinite bus
is an ideal sinusoidal voltage source with constant magnitude, frequency, and
phase. In three-phase systems, this implies an ideal balanced symmetrical
three-phase set such as

Va =
√

2Vs cos(ωst+ θvs) (5.5)

Vb =
√

2Vs cos

(

ωst+ θvs −
2π

3

)

(5.6)

Vc =
√

2Vs cos

(

ωst+ θvs +
2π

3

)

. (5.7)

87
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This is a positive phase sequence (ABC) set written in per-unit so that Vs =
1.0 for rated voltage and ωs = 2πfs for rated frequency fs. In many studies,
θvs is arbitrarily selected as zero. It is useful to know how a synchronous
machine dynamic model can be made into an infinite bus. We begin by using
the dynamic models of (3.148)–(3.159), (4.46)–(4.49), (4.100,) and (4.116)–
(4.117) with Vt defined through (4.43) and (4.44). As discussed earlier, the
“a phase” voltage of the machine during transients and steady state is

Va =
√

2
√

V 2
d + V 2

q cos

(

ωst+ δ − π

2
+ tan−1 Vq

Vd

)

(5.8)

To qualify as an infinite bus, we must have
√

V 2
d + V 2

q = V∞ (a constant) (5.9)

and

δ − π

2
+ tan−1 Vq

Vd
= θv∞ (a constant) (5.10)

Clearly, we must find parameter values that result in constants Vd, Vq, and
δ.

Considering the voltage magnitude first, there are two ways in which
√

V 2
d + V 2

q can be made a constant. The first involves an infinitely high-

gain voltage regulator with an infinitely fast amplifier and exciter. This
makes the field winding flux linkage infinitely fast so that Vt is constant for
all disturbances This method, however, does not constrain Vd and Vq to be
individually constant, and thus there is no way to force θv∞ to be constant.
The second way to force the terminal voltage magnitude to be constant is
actually the opposite of the high-gain regulator approach. Rather than force
the field winding to be infinitely fast, we force it to be infinitely slow by
letting T ′

do equal infinity. In addition, we let T ′
qo go to infinity as well as the

machine inertia H. To complete the infinite bus specifications, we let Rs,
X ′

d, X
′
q, T

′′
do, and T ′′

qo be zero. To see the result, we write the model (3.148)
–(3.159) with these parameters:

1

ωs

dψd∞
dt

=
ω∞
ωs

ψq∞ + Vd∞ (5.11)

1

ωs

dψq∞
dt

= −ω∞
ωs

ψd∞ + Vq∞ (5.12)

1

ωs

dψo∞
dt

= Vo∞ (5.13)
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dE′
q∞
dt

= 0 (5.14)

dE′
d∞
dt

= 0 (5.15)

dδ∞
dt

= ω∞ − ωs (5.16)

dω∞
dt

= 0 (5.17)

ψd∞ = E′
q∞ (5.18)

ψq∞ = −E′
d∞. (5.19)

For ω∞(o) = ωs, this model requires

E′
q∞ = E′

q∞(0) (5.20)

E′
d∞ = E′

d∞(0) (5.21)

δ∞ = δ∞(0) (5.22)

ψd∞ = E′
q∞(0) (5.23)

ψq∞ = −E′
d∞(0) (5.24)

which then gives

Vd∞ = E′
d∞(0) (5.25)

Vq∞ = E′
q∞(0) (5.26)

which satisfies the requirements of an infinite bus.
Consider the model of a synchronous machine connected to an infinite

bus through a balanced three-phase line in unscaled parameters:

va = −iare −
dλea

dt
+
√

2vs cos(ωst+ θvs) (5.27)

vb = −ibre −
dλeb

dt
+

√
2vs cos

(

ωst+ θvs −
2π

3

)

(5.28)

vc = −icre −
dλec

dt
+

√
2vs cos

(

ωst+ θvs +
2π

3

)

(5.29)

with





λea

λeb

λec




 =






Les Lem Lem

Lem Les Lem

Lem Lem Les











ia
ib
ic




 . (5.30)
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Transformation and scaling consistent with Chapter 3 give the following
terminal constraints in per-unit:

Vd = ReId +
ω

ωs
ψeq −

1

ωs

dψed

dt
+ Vs sin(δ − θvs) (5.31)

Vq = ReIq −
ω

ωs
ψed −

1

ωs

dψeq

dt
+ Vs cos(δ − θvs) (5.32)

Vo = ReIo −
1

ωs

dψeo

dt
(5.33)

with

ψed = Xep(−Id) (5.34)

ψeq = Xep(−Iq) (5.35)

ψeo = Xeo(−Io). (5.36)

Note that Vs is the RMS per-unit infinite bus voltage, and all quantities are
scaled on the machine ratings. It is customary to set θvs equal to zero, since
one angle in any system can always be arbitrarily selected as a reference for
all other angles. We will leave this angle as θvs for now.

While other terminal constraints can be specified, the infinite bus is the
most widely used for single-machine analysis, partly because it has been
traditional to study a single generator with the entire remaining network
as a Thevenin equivalent impedance and voltage source. Such equivalents
are clearly valid only for some steady-state conditions. Other uses of infinite
bus models for machines have arisen recently as mechanisms for avoiding the
problems associated with a reference angle and steady-state speed. Clearly,
with an infinite bus in a system, the steady-state speed for synchronous ma-
chines must be ωs, and the reference angle is conveniently specified. Because
of their wide use, the remainder of this chapter is devoted to the analysis
of single-machine infinite bus systems. It is also useful for illustrating sev-
eral concepts of time scales in synchronous machines that will help in the
extension to multimachine systems.

While the following sections are written to follow naturally, the Appendix
gives an introduction to integral manifolds and singular perturbation, and
provides the basic fundamentals used in the following sections to develop
reduced-order models.
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5.2 The Multi-Time-Scale Model

In this section, we study the special case of a single machine connected to an
infinite bus. In particular, we use the synchronous machine model of (3.148)–
(3.159), the exciter/AVR model of (4.46)–(4.49) without load compensation,
the turbine/governor model of (4.100) and (4.116)–(4.117), and the terminal
constraint of (5.31)–(5.33) and (5.34)–(5.36). Before combining these, we
introduce the following scaled speed and time constant

ωt
∆
= Ts(ω − ωs) (5.37)

Ts
∆
=

√

2H

ωs
(5.38)

and the parameter

ε
∆
=

1

ωs
(5.39)

where we assume that H is large enough so that

ε << Ts. (5.40)

We also combine the machine and line flux linkages and parameters as fol-
lows:

ψde
∆
= ψd + ψed, ψqe

∆
= ψq + ψeq, ψoe

∆
= ψo + ψeo,

Xde
∆
= Xd +Xep, Xqe

∆
= Xq +Xep, X

′
de

∆
= X ′

d +Xep,

X ′
qe

∆
= X ′

q +Xep, X
′′
de

∆
= X ′′

d +Xep, X
′′
qe

∆
= X ′′

q +Xep,

Rse
∆
= Rs +Re , X`se

∆
= X`s +Xep. (5.41)

Substituting (5.31)–(5.33) into (3.148)–(3.159) and adding the other dy-
namic models give the following multi-time-scale model:

ε
dψde

dt
= RseId +

(

1 +
ε

Ts
ωt

)

ψqe + Vs sin(δ − θvs) (5.42)

ε
dψqe

dt
= RseIq −

(

1 +
ε

Ts
ωt

)

ψde + Vs cos(δ − θvs) (5.43)

ε
dψoe

dt
= RseIo (5.44)
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T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)

[

Id −
X ′

d −X ′′
d

(X ′
d −X`s)2

(ψ1d + (X ′
d −X`s)Id

−E′
q)
]

+Efd (5.45)

T ′′
do

dψ1d

dt
= −ψ1d +E′

q − (X ′
d −X`s)Id (5.46)

T ′
qo
dE′

d

dt
= −E′

d + (Xq −X ′
q)

[

Iq −
X ′

q −X ′′
q

(X ′
q −X`s)2

(ψ2q + (X ′
q −X`s)Iq

+E′
d)
]

(5.47)

T ′′
qo

dψ2q

dt
= −ψ2q −E′

d − (X ′
q −X`s)Iq (5.48)

Ts
dδ

dt
= ωt (5.49)

Ts
dωt

dt
= TM − (ψdeIq − ψqeId) − TFW (5.50)

ψde = −X ′′
deId +

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q +

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d (5.51)

ψqe = −X ′′
qeIq −

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q (5.52)

ψoe = −XoeIo (5.53)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.54)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.55)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.56)

V min
R ≤ VR ≤ V max

R (5.57)

Vt =
√

V 2
d + V 2

q (5.58)

Vd = ReId +

(

1 +
ε

Ts
ωt

)

ψeq − ε
dψed

dt
+ Vs sin(δ − θvs) (5.59)

Vq = ReIq −
(

1 +
ε

Ts
ωt

)

ψed − ε
dψeq

dt
+ Vs cos(δ − θvs) (5.60)

ψed = −XepId (5.61)

ψeq = −XepIq (5.62)

TCH
dTM

dt
= −TM + PSV (5.63)
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TSV
dPSV

dt
= −PSV + PC − ε

ωt

RDTS
(5.64)

0 ≤ PSV ≤ Pmax
SV . (5.65)

This model could be put in closed form without algebraic equations by solv-
ing (5.51)–(5.53) and (5.61)–(5.62) for Id, Iq, Io, ψed, and ψeq and substitut-
ing into the remaining differential equations, and by replacing the derivative
terms in (5.59) and (5.60) with their respective functions, and substitution
into (5.58) and (5.56).

This single-machine/infinite bus model has several classifications of dy-
namic time scales. The stator transients of ψde and ψqe are very fast relative
to other dynamics. This shows up in the model as a small “time constant” ε
multiplying their derivatives. The damper flux linkages ψ1d and ψ2q are also
quite fast, since T ′′

do and T ′′
qo typically are quite small. The voltage regulator

states Efd and VR tend to be fast because TE and TA are typically small.
The field winding and rate feedback states E ′

q, Rf tend to be slow because
T ′

do and TF can be relatively large. The turbine/governor states TM , PSV

tend to be slow because TCH and TSV can be relatively large. This can be
countered, however, by a small speed regulation RD. The damper-winding
flux linkage E ′

d can be either fast or slow, depending on T ′
qo. These classi-

fications should be considered as general rule-of-thumb guidelines, and not
absolute characteristics. The actual time-scale classification for a specific
set of data can be quite different than that stated above, and can change
between load levels.

The time-scale characteristics of a model are important since they deter-
mine the step size required in a time simulation. If a model contains fast
dynamics, a small step size is needed. If the phenomenon of interest in a
time simulation is known to be a predominantly average or slow response, it
would be very helpful if the fast dynamics could be eliminated. They must
be eliminated properly, so that their effect on the slower phenomena of inter-
est is still preserved. Only in rare cases can fast dynamics be “eliminated”
exactly. One such case is given in the next section.

5.3 Elimination of Stator/Network Transients

We begin this section by considering the special case of zero stator and
network resistance. For this special (although common) assumption, (5.42)–
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(5.44) and (5.49) are

ε
dψde

dt
=

(

1 +
ε

Ts
ωt

)

ψqe + Vs sin(δ − θvs) (5.66)

ε
dψqe

dt
= −

(

1 +
ε

Ts
ωt

)

ψde + Vs cos(δ − θvs) (5.67)

ε
dψoe

dt
= 0 (5.68)

Ts
dδ

dt
= ωt. (5.69)

The first three differential equations have an explicit solution in terms of δ:

ψde = Vs cos(δ − θvs) (5.70)

ψqe = −Vs sin(δ − θvs) (5.71)

ψoe = 0. (5.72)

This can be verified by substituting (5.70)–(5.72) into (5.66)–(5.69) and ob-
serving an exact identity. If the initial conditions on ψde, ψqe, ψoe, and δ
satisfy (5.70)–(5.72), then ψde, ψqe, and ψoe are related to δ through (5.70)–
(5.72) for all time. This makes (5.70)–(5.72) an integral manifold for ψde,
ψqe, and ψoe. If the initial conditions do not satisfy (5.70)–(5.72) (the sys-
tem starts off the manifold), there is still an exact explicit solution for ψde,
ψqe, and ψoe as a function of δ and time t. This interesting fact about syn-
chronous machine stator transients has been explained in considerable detail
in [63] through [65]. The result is as follows. For any initial conditions ψo

de,
ψo

qe, ψ
o
oe, δ

o, to and for any ε, the exact solutions of the differential equations
(5.66)–(5.68) are

ψde = c1 cos(ωst+ δ − c2) + Vs cos(δ − θvs) (5.73)

ψqe = −c1 sin(ωst+ δ − c2) − Vs sin(δ − θvs) (5.74)

ψoe = c3 (5.75)

with

c1 = [(ψo
de − Vs cos(δo − θvs))

2 + (ψo
qe + Vs sin(δo − θvs))

2]
1
2 (5.76)

c2 = ωsto + δo + tan−1

(

ψo
qe + Vs sin(δo − θvs)

ψo
de − Vs cos(δo − θvs)

)

(5.77)

c3 = ψo
oe. (5.78)
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Clearly, if the initial conditions are on the manifold (satisfy (5.70)–(5.72)),
this solution simplifies to the manifold itself ((5.70)–(5.72)). We emphasize
that this interesting solution is valid for any ε, and requires only Rse = 0.
This solution does, however, show the importance of Rse. If the initial
condition is off the manifold, the exact solution of (5.73)–(5.75) reveals a
sustained oscillation in ψde and ψqe, which means that the machine will never
reach a constant speed equilibrium condition. Evidently, the resistance acts
to damp out this oscillation in the actual model, keeping Rse.

When resistance Rse is not zero, an integral manifold for ψde, ψqe, and ψoe

has been shown to exist only for the case in which ε is sufficiently small [63]–
[65]. A first approximation of this integral manifold (keeping Rse) can be
found by setting ε equal to zero on the left-hand side of (5.42)–(5.65) and
solving the algebraic equations on the right-hand side for ψde, ψqe and ψoe as
functions of all remaining dynamic states. As a matter of consistency, ε can
also be set to zero on the right-hand side of (5.42)–(5.65). In either case, the
resulting reduced-order model should approximate the exact model up to an
“order ε” error [66, 67]. If the ε in (5.64) is set to zero, the turbine/governor
dynamics would no longer depend on shaft speed. It could be argued that
since RD is usually also quite small, the ratio of ε/RD should be kept and,
thus, keep governor dynamics. For ε sufficiently small, this reduced-order
model can be improved to virtually any order of accuracy (see Appendix).

It is customary to set ε equal to zero in (5.42)–(5.44) and (5.59)–(5.60)
to give the following approximation of the exact stator transients integral
manifold written together with the original algebraic equations for currents:

0 = RseId + ψqe + Vs sin(δ − θvs) (5.79)

0 = RseIq − ψde + Vs cos(δ − θvs) (5.80)

0 = RseIo (5.81)

ψde = −X ′′
deId +

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q +

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d (5.82)

ψqe = −X ′′
qeIq −

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q (5.83)

ψoe = −XoeIo. (5.84)

These six algebraic equations clearly can be solved for the six variables ψde,
ψqe, ψoe, Id, Iq, and Io as functions of δ, E ′

q, E
′
d, ψ1d, and ψ2q. If Rse is equal

to zero, this approximation of the integral manifold becomes exact (compare
(5.70)–(5.72) and (5.79)–(5.84)).
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With the above results, the dynamic model has been reduced from a
14th-order model to an 11th-order model. The solution of (5.79)–(5.84)
for ψoe and Io is trivial, and ψde, ψqe can be eliminated, leaving only two
equations to be solved for Id and Iq as functions of δ, E ′

q, E
′
d, ψ1d, and ψ2q:

0 = RseId −X ′′
qeIq −

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q

+Vs sin(δ − θvs) (5.85)

0 = RseIq +X ′′
deId −

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q −

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d

+Vs cos(δ − θvs) (5.86)

These two real equations can be used to solve for Id and Iq. They can
also be used to make one complex equation and an interesting “dynamic”
circuit. Adding (5.85) plus j times (5.86) and multiplying by ej(δ−π/2) give
the following “circuit” equation:

[[

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d −

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q + (X ′′
q −X ′′

d )Iq

]

+j

[

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q +

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d

]]

ej(δ−π/2)

= (Rs + jX ′′
d )(Id + jIq)e

j(δ−π/2)

+(Re + jXep)(Id + jIq)e
j(δ−π/2) + Vse

jθvs (5.87)

From (5.58)–(5.60) with ε = 0,

Vt =
√

V 2
d + V 2

q (5.88)

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.89)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.90)

These last two equations can be written as one complex equation.

(Vd + jVq)e
j(δ−π/2) = (Re + jXep)(Id + jIq)e

j(δ−π/2) + Vse
jθvs (5.91)

Equations (5.87) and (5.91) can be expressed as a “dynamic equivalent cir-
cuit” with a controlled source voltage behind X ′′

d , as shown in Figure 5.1.
This circuit does not imply anything about steady state, but merely reflects
the consequence of setting ε = 0 in the original full dynamic model. Such
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[[
(X ′q– X ls)

E ′d –  Ψ 2q
(X ′q

(X ′q–X ls)
(X ′′q–X ls) – X ′′q)

     + (X ′′q – X ′′d) Iq]

+ j [ (X ′′d–X ls)
(X ′d–X ls)

E′q + (X ′d
(X ′d–X ls)

 Ψ 1d ]])′′d– X
ej(δ–π/2)

(Id+jIq) ej(δ–π/2) jXd′′ Rs Re jXep

(Vd + jVq) ej(δ-π/2)
Vs ejθvs

+

–

Figure 5.1: Synchronous machine sub-transient dynamic circuit

a circuit is clearly not a unique representation of these algebraic equations.
Many other similar circuits can be created by simply adding or subtracting
reactances in the line and modifying the internal “source” accordingly [68].

An interesting and useful observation about this circuit is that the “real
power from the internal source” is exactly equal to the electrical torque in
the air gap (TELEC).

P from
source

=

[

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d −

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q + (X ′′
q −X ′′

d )Iq

]

Id

+

[

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q +

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d

]

Iq.

From (5.44) and (5.82) to (5.83):

TELEC =

[

−X ′′
deId +

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q +

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d

]

Iq

−
[

−X ′′
qeIq −

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q

]

Id.

These are clearly equal, since the reactances X ′′
de and X ′′

qe each contain Xep.
The final form of this model that has eliminated the stator/network

transients by setting ε = 0 on the left and right sides of (5.42)–(5.65) (except
for (5.64), where we have chosen to keep the governor by arguing that RD

can be small) can be written in terms of the original variables as

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)
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[

Id −
X ′

d −X ′′
d

(X ′
d −X`s)2

(ψ1d + (X ′
d −X`s)Id

−E′
q)
]

+Efd (5.92)

T ′′
do

dψ1d

dt
= −ψ1d +E′

q − (X ′
d −X`s)Id (5.93)

T ′
qo

dE′
d

dt
= −E′

d + (Xq −X ′
q)

[

Iq −
X ′

q −X ′′
q

(X ′
q −X`s)2

(ψ2q + (X ′
q −X`s)Iq +E′

d)

]

(5.94)

T ′′
qo

dψ2q

dt
= −ψ2q −E′

d − (X ′
q −X`s)Iq (5.95)

dδ

dt
= ω − ωs (5.96)

2H

ωs

dω

dt
= TM − (X ′′

d −X`s)

(X ′
d −X`s)

E′
qIq −

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1dIq

−
(X ′′

q −X`s)

(X ′
q −X`s)

E′
dId +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2qId

−(X ′′
q −X ′′

d )IdIq − TFW (5.97)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.98)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.99)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.100)

TCH
dTM

dt
= −TM + PSV (5.101)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.102)

with the limit constraints

V min
R ≤ VR ≤ V max

R (5.103)

0 ≤ PSV ≤ Pmax
SV (5.104)

and the required algebraic equations, which come from the circuit of Fig-
ure 5.1, or the solution of the following for Id, Iq:

0 = (Rs +Re)Id − (X ′′
q +Xep)Iq
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−
(X ′′

q −X`s)

(X ′
q −X`s)

E′
d +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q + Vs sin(δ − θvs) (5.105)

0 = (Rs +Re)Iq + (X ′′
d +Xep)Id

−(X ′′
d −X`s)

(X ′
d −X`s)

E′
q −

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d + Vs cos(δ − θvs) (5.106)

and then substitution into the following equations for Vd, Vq:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.107)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.108)

and finally

Vt =
√

V 2
d + V 2

q . (5.109)

The quantities Vref and PC remain as inputs.

5.4 The Two-Axis Model

The reduced-order model obtained in the last section still contains the damper-
winding dynamics ψ1d and ψ2q. If T ′′

do and T ′′
qo are sufficiently small, there is

an integral manifold for these dynamic states. A first approximation of the
fast damper-winding integral manifold is found by setting T ′′

do and T ′′
qo equal

to zero in (5.92)–(5.109) to obtain

0 = −ψ1d +E′
q − (X ′

d −X`s)Id (5.110)

0 = −ψ2q −E′
d − (X ′

q −X`s)Iq. (5.111)

When used to eliminate ψ1d and ψ2q in (5.107), the equations for Id and Iq
become

0 = (Rs +Re)Id − (X ′
q +Xep)Iq −E′

d + Vs sin(δ − θvs) (5.112)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + Vs cos(δ − θvs). (5.113)

As in the last section, these two real equations can be written as one complex
equation:

[E′
d + (X ′

q −X ′
d)Iq + jE′

q]e
j(δ−π

2
)

= (Rs + jX ′
d)(Id + jIq)e

j(δ−π
2
)

+(Re + jXep)(Id + jIq)e
j(δ−π

2
)

+Vse
jθvs (5.114)
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The equations for Vd and Vq remain the same as in the last section so that the
circuit of Figure 5.2 can be constructed to reflect the algebraic constraints

[Ed + (Xq – Xd)Iq + jEq] ej(δ–π/2)′ ′′

(Id + jIq) ej(δ–π/2) ′jXd Rs Re jXep

Vs e
jθvs

+

–

′
(Vd + jVq) ej(δ-π/2)

Figure 5.2: ynchronous machine two-axis dynamic circuit

for this two-axis model. It is easy to verify that, as in the last section, the
“real power from” the internal source is exactly equal to the electrical torque
across the air gap (TELEC) for this model.

The final form of this two-axis model, which has eliminated the sta-
tor/network and fast damper winding dynamics, is obtained by substituting
(5.110) and (5.111) into (5.92)–(5.109) to eliminate ψ1d and ψ2q:

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)Id +Efd (5.115)

T ′
qo

dE′
d

dt
= −E′

d + (Xq −X ′
q)Iq (5.116)

dδ

dt
= ω − ωs (5.117)

2H

ωs

dω

dt
= TM −E′

dId −E′
qIq − (X ′

q −X ′
d)IdIq − TFW (5.118)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.119)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.120)

TA
dVR

dt
= −VR +KARF − KAKF

TF
Efd +KA(Vref − Vt) (5.121)

TCH
dTM

dt
= −TM + PSV (5.122)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.123)
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with the limit constraints

V min
R ≤ VR ≤ V max

R (5.124)

0 ≤ PSV ≤ Pmax
SV (5.125)

and the required algebraic equations, which come from the circuit of Fig-
ure 5.2, or the solution of the following for Id, Iq:

0 = (Rs +Re)Id − (X ′
q +Xep)Iq −E′

d + Vs sin(δ − θvs) (5.126)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + Vs cos(δ − θvs) (5.127)

and then substitution into the following equations for Vd and Vq:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.128)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.129)

and finally

Vt =
√

V 2
d + V 2

q . (5.130)

The quantities Vref and PC remain as inputs.

5.5 The One-Axis (Flux-Decay) Model

The reduced-order model obtained in the last section still contains the damper-
winding dynamics E ′

d. If T ′
qo is sufficiently small, there is an integral manifold

for this dynamic state also. A first approximation of this fast damper wind-
ing integral manifold is found by setting T ′

qo equal to zero in (5.115)–(5.130)
to obtain

0 = −E′
d + (Xq −X ′

q)Iq. (5.131)

When used to eliminate E ′
d in (5.115)–(5.130), the equations for Id and Iq

then become

0 = (Rs +Re)Id − (Xq +Xep)Iq + Vs sin(δ − θvs) (5.132)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + Vs cos(δ − θvs). (5.133)

As in the last sections, these two real equations can be written as one complex
equation:

[(Xq −X ′
d)Iq + jE′

q]e
j(δ−π/2) =

(Rs + jX ′
d)(Id + jIq)e

(δ−π/2)

+(Re + jXep)(Id + jIq)e
(δ−π/2) + Vse

jθvs . (5.134)
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The equations for Vd and Vq remain the same as in the last sections, so
that the circuit of Figure 5.3 can be constructed to reflect the algebraic

(Id + jIq) ej(δ–π/2) jXd′ Rs Re jXep

(Vd + jVq) ej(δ-π/2)
Vs ejθvs[(Xq – Xd)Iq + jEq] ej(δ–π/2)

+

–

′ ′

Figure 5.3: Synchronous machine one-axis dynamic circuit

constraints for this one-axis model. It is easy to verify that, as in the last
two sections, the “real power from” the internal source is exactly equal to
the electrical torque across the air gap (TELEC) for this model.

The final form of this one-axis model, which has eliminated the sta-
tor/network and all three fast damper-winding dynamics, is obtained by
substituting (5.131) into (5.115)–(5.130) to eliminate E ′

d:

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)Id +Efd (5.135)

dδ

dt
= ω − ωs (5.136)

2H

ωs

dω

dt
= TM −E′

qIq − (Xq −X ′
d)IdIq − TFW (5.137)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.138)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.139)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.140)

TCH
dTM

dt
= −TM + PSV (5.141)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.142)

with the limit constraints

V min
R ≤ VR ≤ V max

R (5.143)
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0 ≤ PSV ≤ Pmax
SV (5.144)

and the required algebraic equations, which come from the circuit of Fig-
ure 5.3, or the solution of the following equations for Id, Iq:

0 = (Rs +Re)Id − (Xq +Xep)Iq + Vs sin(δ − θvs) (5.145)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + Vs cos(δ − θvs) (5.146)

and then substitution into the following equations for Vd, Vq:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.147)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.148)

and finally

Vt =
√

V 2
d + V 2

q . (5.149)

The quantities Vref and PC remain as inputs.

5.6 The Classical Model

The classical model is the simplest of all the synchronous machine models,
but it is the hardest to justify. In an effort to derive its basis, we first
state what it is. In reference to all of the dynamic circuits of this chapter,
the classical model is also called the constant voltage behind the transient
reactance (X ′

d) model. Return to the two-axis dynamic circuit Figure 5.2
and the dynamic model of (5.115)–(5.130). Rather than assuming T ′

qo = 0,
as in the last section, assume that an integral manifold exists for E ′

d, E
′
q, Efd,

Rf , and VR, which, as a first approximation, gives E ′
q equal to a constant

and (E′
d + (X ′

q −X ′
d)Iq) equal to a constant. For this constant based on the

initial values E ′o
d , Io

q , and E′o
q , we define the constant voltage

E′o ∆
=

√

(E′o
d + (X ′

q −X ′
d)I

o
q )2 + (E′o

q )2 (5.150)

and the constant angle

δ′o
∆
= tan−1(

E′o
q

E′o
d + (X ′

q −X ′
d)I

o
q

) − fracπ2. (5.151)

The classical model dynamic circuit is shown in Figure 5.4. Because the
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jXd′ Rs Re jXep

Vs ejθvsE′o ej(δ+δ′o)

Figure 5.4: Synchronous machine classical model dynamic circuit

classical model is usually used with the assumption of constant shaft torque
(initial T o

M ) and zero resistance, we assume

TCH = ∞, Rs +Re = 0 (5.152)

and define

δclassical
∆
= δ + δ′o. (5.153)

The classical model is then a second-order system:

dδclassical
dt

= ω − ωs (5.154)

2H

ωs

dω

dt
= T o

M − E′oVs

(X ′
d +Xep)

sin(δclassical − θvs) − TFW .(5.155)

This classical model can also be obtained formally from the two-axis model
by setting X ′

q = X ′
d and TCH = T ′

qo = T ′
do = ∞, or from the one-axis model

by setting Xq = X ′
d, T

′
qo = 0, and TCH = T ′

do = ∞. In the latter case, δ′o is
equal to zero, so that δclassical is equal to δ and E ′o is equal to E ′o

q .

5.7 Damping Torques

The dynamic models proposed so far have all included a friction windage
torque term TFW . For opposition to rotation, such torque terms should
have the form

TFW = DFWω or D′
FWω2. (5.156)
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The literature often includes damping torque terms of the form

TD = D(ω − ωs) (5.157)

or

TD =
D′

ωs
(ω − ωs). (5.158)

These damping torque terms can be positive or negative, depending on the
machine speed. Values of D′ = 1 or 2 pu have been cited as a reasonable
method to account for the turbine windage damping [62]. Such terms look
like induction motor slip torque terms, and have often been included to
model the short circuited damper windings. Thus, if damper windings are
modeled through their differential equations, then their effects need not be
added in TD. In this case, friction can be modeled through TFW , if desired.
If damper windings have been eliminated, as in the one-axis or classical
models, all of the third damping effects have been lost. To account for their
damping without including their differential equations, TD can be added to
the torque equation (added to TFW ), with D appropriately specified to ap-
proximate the damper-winding action. We now justify this damping torque
term by returning to the two-axis model of (5.115)–(5.130), which included
one damper-winding differential equation.

We would like to show that if E ′
d is more accurately eliminated, a damping

torque term proportional to slip speed should automatically appear in the
swing equation. To show this, we propose that the integral manifold for E ′

d

should be found more accurately. To begin, we define the small parameter
µ as

µ
∆
= T ′

qo (5.159)

and propose an integral manifold for E ′
d of the form

E′
d = φo + µφ1 + µ2φ2 + · · · (5.160)

where each φi is a function of all remaining dynamic states. Substituting
(5.160) into (5.116) gives

µ

(

∂φo

∂E′
q

+ µ
∂φ1

∂E′
q

+ µ2 ∂φ2

∂E′
q

+ . . .

)

(−E′
q − (Xd −X ′

d)Id +Efd)/T
′
do

+µ

(
∂φo

∂δ
+ µ

∂φ1

∂δ
+ µ2 ∂φ2

∂δ
+ · · ·

)

(ω − ωs)
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+µ

(
∂φo

∂ω
+ µ

∂φ1

∂ω
+ µ2 ∂φ2

∂ω
+ · · ·

)

(TM − (φo + µφ1 + µ2φ2 + · · ·)Id

−E′
qIq − (X ′

q −X ′
d)IdIq − TFW )/

(
2H

ωs

)

+µ

(

∂φo

∂Efd
+ µ

∂φ1

∂Efd
+ µ2 ∂φ2

∂Efd
+ · · ·

)

(−(KE + SE)Efd + VR)/TE

+µ

(

∂φo

∂Rf
+ µ

∂φ1

∂Rf
+ µ2 ∂φ2

∂Rf
+ · · ·

)(

−Rf +
KF

TF
Efd

)

/TF

+µ

(
∂φo

∂VR
+ µ

∂φ1

∂VR
+ µ2 ∂φ2

∂VR
+ · · ·

)(

−VR +KARf − KAKF

TF
Efd

+KA(Vref − Vt)
)
/TA

+µ

(
∂φo

∂TM
+ µ

∂φ1

∂TM
+ µ2 ∂φ2

∂TM
+ · · ·

)

(−TM + PSV )/TCH

+µ

(
∂φo

∂PSV
+ µ

∂φ1

∂PSV
+ µ2 ∂φ2

∂PSV
+ · · ·

)(

−PSV + PC − 1

RD
(
ω

ωs
− 1

))

/TSV = −(φo + µφ1 + µ2φ2 + · · ·) + (Xq −X ′
q)Iq (5.161)

where Id and Iq are

Id =
(Rs +Re)(φo + µφ1 + µ2φ2 + . . . − Vs sin(δ − θvs)

∆1

+
(X ′

q +Xep)(E
′
q − Vs cos(δ − θvs))

∆1

Iq =
−(X ′

d +Xep)(φo + µφ1 + µ2φ2 + . . .− Vs sin(∆ − θvs))

∆1

+
(Rs +Re)(E

′
q − Vs cos(δ − θvs))

∆1

where

∆1 = (Rs +Re)
2 + (X ′

d +Xep)(X
′
q +Xep) (5.162)

and Vd, Vq, and Vt are as before. This partial differential equation may seem
difficult to solve; on the contrary, it is actually very easy to solve for φo,
φ1, φ2 in sequence. To see how this is done systematically, suppose that we
want the simplest possible approximation of the integral manifold. This is
φo, and is found by neglecting all µ terms, giving

0 = −φo + (Xq −X ′
q)Iq |µ=0 . (5.163)
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To find φo as a function of the states, we must solve (5.162) and (5.163)
neglecting all µ terms, giving

φo =
(Xq −X ′

q)(X
′
d +Xep)Vs sin(δ − θvs)

∆2

+
(Xq −X ′

q)(Rs +Re)(E
′
q − Vs cos(δ − θvs))

∆2
(5.164)

where

∆2 = (Rs +Re)
2 + (Xq +Xep)(X

′
d +Xep)

or

φo = foX(δ) + foR(E′
q, δ). (5.165)

This is the first term of the series for the integral manifold for E ′
d, and is

what would be obtained if T ′
qo were simply set to zero. When substituted

in the remaining equations, it would not reflect any of the damping due to
this damper-winding (this is what was done in Sections 5.5 and 5.6). If we
want to recover some of the damping due to this damper-winding without
resorting to the two-axis model, we can compute φ1 by returning to (5.161)
and keeping µ terms, but neglecting µ2 and higher powers of µ. Note that
φo is only a function of E ′

q and δ; all the partials of φo are zero except for
two, giving

∂φo

∂E′
q

(−E′
q − (Xd −X ′

d)Id |µ=o +Efd)/T
′
do +

∂φo

∂δ
(ω − ωs)

= −φ1 − (Xq −X ′
q)

(

(X ′
d +Xep)φ1

(Rs +Re)2 + (X ′
d +Xep)(X ′

q +Xep)

)

where Id is evaluated at µ = 0. This makes φ1 some function of E ′
q, Efd, δ,

and ω, written here as

φ1 = −f1X(δ)(ω − ωs) + f1R(E′
q, Efd, δ). (5.166)

Stopping with this level of accuracy, the integral manifold for E ′
d is

E′
d = φo + µφ1 + 0(µ2) (5.167)
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where 0(µ2) is some error of “order” µ2. In terms of the above functions, an
approximate expression for E ′

d, which will capture some of the damping of
the damper-winding, is

E′
d = foX(δ) + foR(E′

q, δ) − T ′
qof1X(δ)(ω − ωs)

+T ′
qof1R(E′

q, Efd, δ). (5.168)

Note that foR and f1R are zero if Rs +Re = 0. Substitution of this approx-
imation of the exact integral manifold for E ′

d into the two-axis model gives
the circuit of Figure 5.5 and the following differential equations.

(Id + jIq) ej(δ–π/2) jXd′ Rs Re jXep

(Vd + jVq) ej(δ-π/2)
Vs ejθvs

+

–

+ Tqo f1R (Eq, Efd, δ)′ ′

foX (δ) + foR (Eq, δ) – Tqo f1x (d) (ω – ωs)′

+ (Xq – Xd) Iq +jEq] ej(δ–π/2)′ ′ ′

Figure 5.5: Synchronous machine one-axis dynamic circuit with damping
term

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)Id +Efd (5.169)

dδ

dt
= ω − ωs (5.170)

2H

ωs

dω

dt
= TM − Id(foX(δ) + foR(E′

q, δ) − T ′
qof1X(δ)(ω − ωs)

+T ′
qof1R(E′

q, Efd, δ)) −E′
qIq − (X ′

q −X ′
d)IdIq

−TFW (5.171)

TE
dEfd

dt
= −(KE + SE)Efd + VR (5.172)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.173)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.174)

TCH
dTM

dt
= −TM + PSV (5.175)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.176)
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with the limit constraints

V min
R ≤ VR ≤ V max

R (5.177)

0 ≤ PSV ≤ Pmax
SV (5.178)

and the required algebraic equations for Id, Iq, Vt, which come from the
circuit of Figure 5.5 or the solution of the following equations for Id, Iq:

0 = (Rs +Re)Id − (X ′
q +Xep)Iq − foX(δ) − foR(E′

q, δ)

+T ′
qof1X(δ)(ω − ωs) − T ′

qof1R(E′
q, Efd, δ)

+Vs sin(δ − θvs) (5.179)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + Vs cos(δ − θvs) (5.180)

and then substitution into the following for Vd, Vq:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.181)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.182)

and finally

Vt =
√

V 2
d + V 2

q (5.183)

When Rs +Re = 0

E′
d =

Xq −X ′
q

Xq +Xep
Vs sin(δ − θvs) − T ′

qo

(X ′
q +Xep)(Xq −X ′

q)

(Xq +Xep)2

Vs cos(δ − θvs)(ω − ωs) (5.184)

which gives an accelerating torque of

Taccel |Rs+Re=0 = TM −
E′

qVs

X ′
d +Xep

sin(δ − θvs)

+
1

2

(

1

X ′
d +Xep

− 1

Xq +Xep

)

V 2
s sin 2(δ − θvs)

−T ′
qo

(Xq −X ′
q)

(Xq +Xep)2
V 2

s cos2(δ − θvs)(ω − ωs)

−TFW (5.185)

The T ′
qo term reflects the damping due to the damper-winding as a slip

torque term

TD = T ′
qo

(Xq −X ′
q)

(Xq +Xep)2
V 2

s cos2(δ − θvs)(ω − ωs). (5.186)
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This is often approximated as

TD ≈ D(ω − ωs) (5.187)

where D is a damping constant. The approximation of (5.187) is normally
considered valid only for small deviations about an operating point, but it
has been used for large changes as well.

5.8 Synchronous Machine Saturation

The dynamic models of (5.42)–(5.65), (5.92)–(5.109), (5.115)–(5.130), (5.135)
–(5.149), and (5.154)–(5.155) began with the assumption of a linear mag-
netic circuit ((3.148)–(3.159)). To account for saturation, it is necessary
to repeat this analysis starting with (3.191)–(3.203), rather than (3.148)–

(3.159). Without explicit information about the saturation functions S
(2)
d ,

S
(2)
q , S

(2)
o , S

(2)
fd , S

(2)
1d , S

(2)
1q , and S

(2)
2q , it is not possible to rigorously show that

these functions do not affect the fundamental assumptions about time-scale
properties. We assume that the functions do not affect the time-scale prop-
erty so that the stator plus line algebraic equations for this single-machine
model become

0 = RseId + ψqe + Vs sin(δ − θvs) (5.188)

0 = RseIq − ψde + Vs cos(δ − θvs) (5.189)

0 = RseIo (5.190)

ψde = −X ′′
deId +

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q +

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d

−S(2)
d (Y2) (5.191)

ψqe = −X ′′
qeIq −

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2q

−S(2)
q (Y2) (5.192)

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.193)

Vq = ReIq +XepId + Vs cos(δ − θvs). (5.194)

These equations can be written in circuit form as shown in Figure 5.6.
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(Id + jIq) ej(δ–π/2) jXd Rs Re jXep

(Vd + jVq) ej(δ-π/2)
Vs ejθvs

+

–

[[
(X ′qÊ–ÊX ls)

 –
(X ′′qÊ–ÊX ls)

     + (X

 E ′d
(X ′q
(X ′qÊ–ÊX ls)

ÊÊ– XÊ′′q)
 Ψ2q

′′q – X ′′d) Iq + Sq   (Y2)](2)

′

+ j
(X ′dÊ–ÊX ls)
(X ′′dÊ–ÊX ls) E ′q +

(X ′d
(X ′dÊ–ÊX ls)

ÊÊ– XÊ′′d)  Ψ1d – Sd   (Y2)
(2) ]][ ej(δ–π/2)

′′

Figure 5.6: Synchronous machine subtransient dynamic circuit including
saturation

With this assumption, the dynamic model with saturation included but
stator/network transients eliminated is

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)[Id −

X ′
d −X ′′

d

(X ′
d −X`s)2

(ψ1d + (X ′
d −X`s)Id

−E′
q + S

(2)
1d (Y2))] − S

(2)
fd (Y2) +Efd (5.195)

T ′′
do

dψ1d

dt
= −ψ1d +E′

q − (X ′
d −X`s)Id − S

(2)
1d (Y2) (5.196)

T ′
qo

dE′
d

dt
= −E′

d + (Xq −X ′
q)[Iq −

X ′
q −X ′′

q

(X ′
q −X`s)2

(ψ2q + (X ′
q −X`s)Iq

+E′
d + S

(2)
2q (Y2))] + S

(2)
1q (Y2) (5.197)

T ′′
qo

dψ2q

dt
= −ψ2q −E′

d − (X ′
q −X`s)Iq − S

(2)
2q (Y2) (5.198)

dδ

dt
= ω − ωs (5.199)

2H

ωs

dω

dt
= TM − (X ′′

d −X`s)

(X ′
d −X`s)

E′
qIq −

(X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1dIq

−
(X ′′

q −X`s)

(X ′
q −X`s)

E′
dId +

(X ′
q −X ′′

q )

(X ′
q −X`s)

ψ2qId

−(X ′′
q −X ′′

d )IdIq + S
(2)
d (Y2)Iq

−S(2)
q (Y2)Id − TFW (5.200)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.201)
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TF
dRf

dt
= −Rf +

KF

TF
Efd (5.202)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.203)

TCH
dTM

dt
= −TM + PSV (5.204)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.205)

with the limit constraints

V min
R ≤ VR ≤ V max

R (5.206)

0 ≤ PSV ≤ Pmax
SV (5.207)

and the required algebraic equations for Vt, Id, and Iq, which come from the
circuit of Figure 5.6:

0 = (Rs +Re)Id − (X ′′
q +Xep)Iq −

(X ′′
q −X`s)

(X ′
q −X`s)

E′
d

+
(X ′

q −X ′′
q )

(X ′
q −X`s)

ψ2q − S(2)
q (Y2) + Vs sin(δ − θvs) (5.208)

0 = (Rs +Re)Iq + (X ′′
d +Xep)Id −

(X ′′
d −X`s)

(X ′
d −X`s)

E′
q

− (X ′
d −X ′′

d )

(X ′
d −X`s)

ψ1d + S
(2)
d (Y2) + Vs cos(δ − θvs) (5.209)

the following equations for Vd, Vq, Vt:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.210)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.211)

Vt =
√

V 2
d + V 2

q (5.212)

and finally the saturation function relations, which must be specified.
The saturation functions, in general, may be functions of Id, Iq, and Io.

From (5.190), these functions would be evaluated at Io = 0. If the saturation
functions include Id and Iq, the nonlinear algebraic equations (5.208) and
(5.209) must be solved for Id and Iq as functions of E ′

q, E
′
d, ψ1d, ψ2q, and

δ, and then substituted into (5.210)–5.212) to obtain Vd, Vq, and Vt. If the
saturation functions do not include Id, Iq, then the currents Id, Iq can easily
be solved from (5.208) and (5.209).
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To obtain a two-axis model with saturation included as above, we again
assume that T ′′

do and T ′′
qo are sufficiently small so that an integral manifold

exists for ψ1d and ψ2q. A first approximation of this integral manifold is
found by setting T ′′

do and T ′′
qo equal to zero in (5.196) and (5.198) to obtain

0 = −ψ1d +E′
q − (X ′

d −X`s)Id − S
(2)
1d (Y2) (5.213)

0 = −ψ2q −E′
d − (X ′

q −X`s)Iq − S
(2)
2q (Y2) (5.214)

We now assume that S
(2)
1d (Y2) and S

(2)
2q (Y2) are such that these two equations

can be solved for ψ1d and ψ2q to obtain

ψ1d = E′
q − (X ′

d −X`s)Id − S
(3)
1d (Y3) (5.215)

ψ2q = −E′
d − (X ′

q −X`s)Iq − S
(3)
2q (Y3) (5.216)

where

Y3
∆
= [Id E

′
q Iq E

′
d]

t. (5.217)

When used to eliminate ψ1d and ψ2q in (5.195)–(5.212), the equations for Id

and Iq become

0 = (Rs +Re)Id − (X ′
q +Xep)Iq −E′

d − S(3)
q (Y3)

+Vs sin(δ − θvs) (5.218)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + S
(3)
d (Y3)

Vs cos(δ − θvs). (5.219)

The saturation functions S
(3)
d (Y3) and S

(3)
q (Y3) are a combination of S

(2)
d ,

S
(2)
q and S

(2)
1d , S

(2)
2q as found by substituting (5.215) and (5.216) into (5.208)

and (5.209). These two equations can be represented by the circuit shown
in Figure 5.7.

The two-axis dynamic model with synchronous machine saturation is

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)Id − S

(3)
fd (Y3) +Efd (5.220)

T ′
qo

dE′
d

dt
= −E′

d + (Xq −X ′
q)Iq + S

(3)
1q (Y3) (5.221)

dδ

dt
= ω − ωs (5.222)
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+_

+

_

[E ′d + (X ′q – X′d ) Iq + S (3)
q  (Y3) +

j (E ′q – S (3)
d   (Y 3))]ej(δ–π/2)

(I  + jI ) e jX ′d ReRsd q

(V  + jV  ) ed q

δj(   –π/2) jXep

Vs ejθvs+_
δj(  –π/2)

Figure 5.7: Synchronous machine two-axis dynamic circuit with saturation

2H

ωs

dω

dt
= TM −E′

dId −E′
qIq − (X ′

q −X ′
d)IdIq

+S
(3)
d (Y3)Iq − S(3)

q (Y3)Id − TFW (5.223)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.224)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.225)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.226)

TCH
dTM

dt
= −TM + PSV (5.227)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.228)

with the limit constraints

V min
R ≤ VR ≤ V max

R (5.229)

0 ≤ PSV ≤ Pmax
SV (5.230)

and the required algebraic equations for Id, Iq, which come from the circuit
of Figure 5.7, or the solution of the following for Id, Iq:

0 = (Rs +Re)Id − (X ′
q +Xep)Iq −E′

d − S(3)
q (Y3)

+Vs sin(δ − θvs) (5.231)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + S
(3)
d (Y3)

+Vs cos(δ − θvs) (5.232)
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then substitution into the following for Vd, Vq, Vt:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.233)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.234)

Vt =
√

V 2
d + V 2

q (5.235)

If the saturation functions include a dependence on Id and Iq, the non-
linear algebraic equations (5.231) and (5.232) must be solved for Id and Iq as
functions of E ′

q, E
′
d, and δ and then substituted into (5.233)–(5.235) to ob-

tain Vd, Vq, and Vt. If the saturation functions do not include a dependence
on Id and Iq, then Id and Iq can easily be found from (5.231) and (5.232).

To obtain a flux–decay model with saturation included, we again assume
T ′

qo is sufficiently small so that an integral manifold exists for E ′
d. A first

approximation of this integral manifold is found by setting T ′
qo equal to zero

in (5.221) to obtain

0 = −E′
d + (Xq −X ′

q)Iq + S
(3)
1q (Y3). (5.236)

We now assume that S
(3)
1q (Y3) is such that this equation can be solved for E ′

d

to obtain

E′
d = (Xq −X ′

q)Iq + S
(4)
1q (Y4) (5.237)

where

Y4
∆
= [Id E

′
q Iq]

t (5.238)

when used to eliminate E ′
d in (5.220)–(5.235), the equations for Id and Iq

become

0 = (Rs +Re)Id − (Xq +Xep)Iq − S(4)
q (Y4)

Vs sin(δ − θvs) (5.239)

0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + S
(4)
d (Y4)

Vs cos(δ − θvs). (5.240)

The saturation functions S
(4)
d (Y4) and S

(4)
q (Y4) are a combination of S

(3)
d ,

S
(3)
q , and S

(4)
1q as found by substituting (5.237) into (5.218) and (5.219).

These two equations can be represented by the circuit shown in Figure 5.8.
The one-axis (flux-decay) dynamic model with saturation is
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+

_

+
_

[(Xq  – X ′d ) Iq + S (4)
q  (Y4)

jX′dδj(  –π/2)

+_

Rs Re jXep

Vs e
jθvs

(Vd + jVq) ej(δ–π/2

(Id + jIq) e

( )]j E ′q – S (4)
d   (Y4 ) ej(δ–π/2)+

Figure 5.8: Synchronous machine one-axis (flux-decay) dynamic circuit with
saturation

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)Id − S

(4)
fd (Y4) +Efd (5.241)

dδ

dt
= ω − ωs (5.242)

2H

ωs

dω

dt
= TM −E′

qIq − (Xq −X ′
d)IdIq + S

(4)
d (Y4)Iq

−S(4)
q (Y4)Id − TFW − TD (5.243)

TE
dEfd

dt
= −(KE + SE(Efd))Efd + VR (5.244)

TF
dRf

dt
= −Rf +

KF

TF
Efd (5.245)

TA
dVR

dt
= −VR +KARf − KAKF

TF
Efd +KA(Vref − Vt) (5.246)

TCH
dTM

dt
= −TM + PSV (5.247)

TSV
dPSV

dt
= −PSV + PC − 1

RD

(
ω

ωs
− 1

)

(5.248)

with the limit constraints

V min
R ≤ VR ≤ V max

R (5.249)

0 ≤ PSV ≤ Pmax
SV (5.250)

and the required algebraic equations, which come from the circuit of Fig-
ure 5.8:

0 = (Rs +Re)Id − (Xq +Xep)Iq − S(4)
q (Y4)

+Vs sin(δ − θvs) (5.251)
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0 = (Rs +Re)Iq + (X ′
d +Xep)Id −E′

q + S
(4)
d (Y4)

+Vs cos(δ − θvs) (5.252)

then substitution into the following for Vd, Vq, Vt:

Vd = ReId −XepIq + Vs sin(δ − θvs) (5.253)

Vq = ReIq +XepId + Vs cos(δ − θvs) (5.254)

Vt =
√

V 2
d + V 2

q (5.255)

If the saturation functions include a dependence on Id and Iq, the non-
linear algebraic equations (5.251) and (5.252) must be solved for Id and Iq
as functions of E ′

q, δ and then substituted into (5.253)–(5.255) to obtain Vd,
Vq, and Vt. If the saturation functions do not include a dependence on Id

and Iq, then Id and Iq can easily be found from (5.251) and (5.252).
There is really no point in trying to incorporate saturation into the clas-

sical model, since it essentially assumes constant flux linkage.

5.9 Problems

5.1 Given the two-axis dynamic circuit of Figure 5.2, solve for Id and Iq in
terms of the circuit parameters plus δ, E ′

q, E
′
d and the source Vs, θvs.

5.2 Given the one-axis dynamic circuit of Figure 5.3, solve for Id and Iq in
terms of the circuit parameters plus δ, E ′

q and the source Vs, θvs.

5.3 Using the two-axis dynamic model of Section 5.4, derive an expression
for the voltage behind Xq that gives a circuit that is equally as valid
as that of Figure 5.2.

5.4 Using the one-axis dynamic model of Section 5.5, derive an expression
for the voltage behind Xq that gives a circuit that is equally as valid
as that of Figure 5.3.

5.5 Given a synchronous generator with a two-axis model:

(Vd + jVq)e
j(δ−π/2) = 1 6 0 pu

(Id + jIq)e
j(δ−π/2) = 0.5 6 30o pu

Rs = 0 pu, Xd = 1.2 pu, Xq = 1.0 pu, X ′
d = 0.2 pu, X ′

q = 0.2 pu
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(a) Find the steady-state values of δ, E ′
q, E

′
d.

(b) Find the inputs Efd and Tm.

(c) Find E ′o and δ′o for the classical model.

5.6 Given the following two-axis dynamic model of a synchronous machine
connected to an infinite bus, with the parameters shown (and Rs = 0):

(a) If the machine is in a stable steady-state condition supplying zero
real power and some reactive power Q, what can you say about
the values of Id and Iq?

(b) Find the values of TM and Efd in part (a) if Q = 1 pu.

(c) Describe, in as much detail as possible, the system response if Efd

is suddenly changed to be 2.0 pu.

T ′
do

dE′
q

dt
= −E′

q − (Xd −X ′
d)Id +Efd

T ′
qo

dE′
d

dt
= −E′

d + (Xq −X ′
q)Iq

dδ

dt
= ω − ωs

2H

ωs

dω

dt
= TM −E′

dId −E′
qIq − (X ′

q −X ′
d)IdIq

[

E′
d +

(

X ′
q −X ′

d

)

Iq + jE′
q

]

ej(δ−π/2) = jX ′
d [Id + jIq] e

j(δ−π/2) + V ejθ

T ′
do = 5.0 sec, Xd = 1.2 pu, X ′

d = 0.3 pu
T ′

qo = 0.6 sec, Xq = 1.1 pu, X ′
q = 0.7 pu

ωs = 2π60 rad/sec, H = 6.0 sec, V = 1.0 pu, θ = 0 rad.



Chapter 6

MULTIMACHINE
DYNAMIC MODELS

This chapter considers the dynamic model of many synchronous machines in-
terconnected by transformers and transmission lines. For the initial analysis,
loads will be considered balanced symmetrical R-L elements. For notation,
we adopt the following “number” symbols:

m = number of synchronous machines (if there is an infinite bus, it
is machine number 1)

n = number of system three-phase buses (excluding the datum or
reference bus)

b = total number of machines plus transformers plus lines plus loads
(total branches).

6.1 The Synchronously Rotating Reference Frame

It is convenient to transform all synchronous machine stator and network
variables into a reference frame that converts balanced three-phase sinusoidal
variations into constants. Such a transformation is

Tdqos
∆
=

2

3







cosωst cos(ωst− 2π
3 ) cos(ωst+ 2π

3 )

− sinωst − sin(ωst− 2π
3 ) − sin(ωst+ 2π

3 )
1
2

1
2

1
2







(6.1)
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with

T−1
dqos =






cosωst − sinωst 1

cos(ωst− 2π
3 ) − sin(ωst− 2π

3 1
cos(ωst+ 2π

3 ) − sin(ωst+ 2π
3 ) 1




 (6.2)

Recalling the transformation and scaling of Section 3.3, we use the subscript
i for all variables and parameters to denote machine i. We now define the
scaled machine stator voltages, currents, and flux linkages in the synchro-
nously rotating reference frame as






VDi

VQi

VOi






∆
= TdqosT

−1
dqoi






Vdi

Vqi

Voi




 = Tqdos

VBABCi

VBDQi






Vai

Vbi

Vci






=
1√
2
Tdqos






Vai

Vbi

Vci




 i = 1, . . . ,m (6.3)






IDi

IQi

IOi






∆
= TdqosT

−1
dqoi






Idi

Iqi

Ioi




 = Tdqos

IBABCi

IBDQi






Iai

Ibi
Ici






=
1√
2
Tdqos






Iai

Ibi
Ici




 i = 1, . . . ,m (6.4)






ψDi

ψQi

ψOi






∆
= TdqosT

−1
dqoi






ψdi

ψqi

ψoi




 = Tdqos

∧BABCi

∧BDQi






ψai

ψbi

ψci






=
1√
2
Tdqos






ψai

ψbi

ψci




 i = 1, . . . ,m (6.5)

where Tdqoi is the machine i transformation of Section 3.3, and all base
scaling quantities are also as previously defined. For δi = P

2 θshafti
− ωst, it

is easy to show that

TdqosT
−1
dqoi =






sin δi cos δi 0
− cos δi sin δi 0

0 0 1




 i = 1, . . . ,m (6.6)
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and

TdqoiT
−1
dqos =






sin δi − cos δi 0
cos δi sin δi 0

0 0 1




 i = 1, . . . ,m. (6.7)

This transformation gives

(VDi + jVQi) = (Vdi + jVqi)e
j(δi−π

2
) i = 1, . . . ,m (6.8)

and

(IDi + jIQi) = (Idi + jIqi)e
j(δi−π

2
) i = 1, . . . ,m. (6.9)

We now assume that all of the m machine data sets and variables have been
scaled by selecting a common system-wide power base and voltage bases that
are related in accordance with the interconnecting nominal transformer rat-
ings. Applying this transformation to the general model of (3.148)–(3.159)
with the same scaling of (5.37)–(5.40) with ε = 1/ωs, the multimachine
model (without controls) in the synchronously rotating reference frame is

ε
dψDi

dt
= RsiIDi + ψQi + VDi i = 1, . . . ,m (6.10)

ε
dψQi

dt
= RsiIQi − ψDi + VQi i = 1, . . . ,m (6.11)

ε
dψOi

dt
= RsiIOi + VOi i = 1, . . . ,m (6.12)

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)

[

Idi −
(X ′

di −X ′′
di)

(X ′
di −X`si)2

(ψ1di

+ (X ′
di −X`si)Idi −E′

qi)
]

+Efdi i = 1, . . . ,m (6.13)

T ′′
doi

dψ1di

dt
= −ψ1di +E′

qi − (X ′
di −X`si)Idi i = 1, . . . ,m (6.14)

T ′
qoi

dE′
di

dt
= −E′

di + (Xqi −X ′
qi)

[

Iqi −
(X ′

qi −X ′′
qi)

(X ′
qi −X`si)2

(ψ2qi

+ (X ′
qi −X`si)Iqi +E′

di)
]

i = 1, . . . ,m (6.15)

T ′′
qoi

dψ2qi

dt
= −ψ2qi −E′

di − (X ′
qi −X`si)Iqi i = 1, . . . ,m (6.16)

Tsi
dδi
dt

= ωti i = 1, . . . ,m (6.17)
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Tsi
dωti

dt
= TMi − (ψdiIqi − ψqiIdi) − TFWi i = 1, . . . ,m (6.18)

ψdi = −X ′′
diIdi +

(X ′′
di −X`si)

(X ′
di −X`si)

E′
qi +

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1di

i = 1, . . . ,m (6.19)

ψqi = −X ′′
qiIqi −

(X ′′
qi −X`si)

(X ′
qi −X`si)

E′
di +

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qi

i = 1, . . . ,m (6.20)

ψoi = −X`siIoi i = 1, . . . ,m (6.21)

where

(VDi + jVQi) = (Vdi + jVqi)e
j(δi−π

2
) i = 1, . . . ,m (6.22)

(IDi + jIQi) = (Idi + jIqi)e
j(δi−π

2
) i = 1, . . . ,m (6.23)

(ψDi + jψQi) = (ψdi + jψqi)e
j(δi−π

2
) i = 1, . . . ,m. (6.24)

The terminal constraints for each machine are still unspecified. The next sec-
tion gives a multimachine set of terminal constraints, which can be analyzed
in a manner similar to the last chapter.

6.2 Network and R-L Load Constraints

Rather than introduce an infinite bus as a terminal constraint, we propose
that all m synchronous machine terminals be interconnected by balanced
symmetrical three-phase R-L elements. These R-L elements are either trans-
mission lines where capacitive effects have been neglected, or transformers.
For now, we assume that all loads are balanced symmetrical three-phase R-L
elements, so that the multimachine dynamic model can be written in a multi-
time-scale form, as in Chapter 5. We assume that all line, transformer, and
load variables have been scaled by selecting the same common power base
as the machines, and voltage buses that are related in accordance with the
interconnecting nominal transformer ratings. The scaled voltage across the
line, transformers, and loads is assumed to be related to the scaled current
through them by

Vai = −RiIai +
1

ωs

dψai

dt
i = m+ 1, . . . , b (6.25)

Vbi = −RiIbi +
1

ωs

dψbi

dt
i = m+ 1, . . . , b (6.26)
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Vci = −RiIci +
1

ωs

dψci

dt
i = m+ 1, . . . , b (6.27)

with





ψai

ψbi

ψci




 =






Xesi Xemi Xemi

Xemi Xesi Xemi

Xemi Xemi Xesi











−Iai

−Ibi
−Ici






i = m+ 1, . . . , b. (6.28)

To connect the machines, these constraints must also be transformed. The
scaled line, transformer, and load variables in the synchronously rotating
reference frame are defined as






VDi

VQi

VOi






∆
=

1√
2
Tdqos






Vai

Vbi

Vci




 i = m+ 1, . . . , b (6.29)






IDi

IQi

IOi






∆
=

1√
2
Tdqos






Iai

Ibi
Ici




 i = 1 +m, . . . , b (6.30)






ψDi

ψQi

ψOi






∆
=

1√
2
Tdqos






ψai

ψbi

ψci




 i = m+ 1, . . . , b. (6.31)

The
√

2 is needed because of (6.3)–(6.5). Applying this transformation to
(6.25)–(6.28) gives the network and load constraints suitable for connecting
the m machines:

ε
dψDi

dt
= RiIDi + ψQi + VDi i = m+ 1, . . . , b (6.32)

ε
dψQi

dt
= RiIQi − ψDi + VQi i = m+ 1, . . . , b (6.33)

ε
dψOi

dt
= RiIOi + VOi i = m+ 1, . . . , b (6.34)

ψDi = −XepiIDi i = m+ 1, . . . , b (6.35)

ψQi = −XepiIQi i = m+ 1, . . . , b (6.36)

ψOi = −XeoiIOi i = m+ 1, . . . , b. (6.37)

with Xepi = Xesi −Xemi and Xeoi = Xesi + 2Xemi. The stator and network
plus loads all have exactly the same form when expressed in this reference
frame. The b sets of flux linkages and currents are not all independent.
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6.3 Elimination of Stator/Network Transients

With this synchronous machine plus the R-L element model, it is possible to
formally extend the elimination of stator/network transients of Section 5.3
to the multimachine case. To be proper, we should reduce our dynamic
states to an independent set. For inductive elements, this is normally done
by writing the dynamics in terms of an independent set of loop currents.
To do this, we use several concepts from basic graph theory. Consider the
three-node, four-branch directed graph of Figure 6.1. It is a directed graph

1 2

0

a b

c

1

2

3

d

Figure 6.1: Directed graph

because each branch (labeled a, b, c, d) has an arrow associated with it. This
arrow is the assumed direction of the branch current, as well as the assumed
polarity of the voltage. For example, the four branch voltages (all written
with the same rise/drop convention) must satisfy Kirchhoff’s laws (the three
loops shown in Figure 6.1):

va − vb − vc = 0 (6.38)

vc − vd = 0 (6.39)

va − vb − vd = 0 (6.40)

or

Ct
avbranch = 0 (6.41)

where Ca is the augmented branch-loop incidence matrix

Ca =








1 2 3

a 1 0 1
b −1 0 −1
c −1 1 0
d 0 −1 −1







. (6.42)
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In general, the branch-loop incidence matrix is b × `, where ` is the total
number of loops in the graph (or circuit). Clearly, Ca is not unique, since
we can define loops in any direction we choose. Furthermore, electrical en-
gineers should recall that, for a given circuit (graph), there are at most b–n
independent loop currents. For planar circuits, these are the mesh currents.
In the graph shown, n = 2, since n was defined previously as the number
of nodes excluding the reference node. Thus, since one of the nodes in Fig-
ure 6.1 must be the reference node, there are only two independent columns
in Ca (two independent rows of C t

a). For assumed arrows of the b branches
and assumed directions of the ` loops, the Ca matrix can be written by
inspection using the following algorithm:

Ca(i, j)= 1 if branch i is in the same direction as loop j, and
branch i is in loop j

Ca(i, j)=- 1 if branch i is in the opposite direction of loop j, and
branch i is in loop j

Ca(i, j)= 0 if branch i is not in loop j

Since the branch directions are the assumed branch current directions as
well,

ibranch = Cailoop (6.43)

which, for our example, gives

ia = iloop1 + iloop3 (6.44)

ib = −iloop1 − iloop3 (6.45)

ic = −iloop1 + iloop2 (6.46)

id = −iloop2 − iloop3 (6.47)

which can be easily verified by inspection.

The b–n independent loops can be determined by partitioning Ca in a
special way. Begin with b branches all disconnected (as our multimachine
model currently is). Connect n branches such that every node is connected,
but no loops are formed. The resulting graph is called a tree. The remaining
b–n branches are called tree links, and are now added one at a time. Adding
one tree link will create a loop. This loop should be oriented in the same
direction as the tree link. Adding a second tree link will create a second
loop. This loop should also be oriented in the same direction as the second
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tree link, and must not include the previously added tree link. When this
process is completed, there will be b–n loops, which correspond to the b–n
tree links. Thus, the incidence matrix created in this manner will have only
b–n columns and will be structured as

Cb =

1
...
n

n+ 1
...
b

1···`′




CT

I




 . (6.48)

This b × `′(`′ = b − n) branch loop incidence matrix is called a basic loop
matrix, and does not have the subscript a. The columns of Ca that do not
appear in Cb are dependent. It should be clear that we still have the relations
for Kirchhoff’s laws:

ibranch = Cbiindep. loop (6.49)

Ct
bvbranch = 0. (6.50)

This matrix will now be used with our b sets of stator/network/load equa-
tions. We define

ψDbranch
∆
= [ψD1 · · ·ψDb]

t (6.51)

IDbranch
∆
= [ID1 · · · IDb]

t (6.52)

VDbranch
∆
= [VD1 · · · VDb]

t (6.53)

and similarily for Q and O. For a system with a basic branch loop incidence
matrix describing the interconnection of these b branches as Cb, we define
loop flux linkages as

ψDloop
∆
= Ct

bψDbranch (6.54)

ψQloop
∆
= Ct

bψQbranch (6.55)

ψOloop
∆
= Ct

bψObranch (6.56)

and write the corresponding branch currents in terms of independent loop
currents as

IDbranch = CbIDloop (6.57)
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IQbranch = CbIQloop (6.58)

IObranch = CbIOloop (6.59)

By our choice of numbering, the first m branches are synchronous machines,
and the last b–m branches are transformers, lines, and loads. It might appear
that this numbering scheme would not allow us to have two synchronous
machines connected to the same bus, since the first n branches must form
a tree. This clearly is not a real limitation, since the ordering of Ca can be
changed arbitrarily after it is formed to suit a particular preference.

We have not shown it formally, but the topology relationships between
the abc branch voltages and branch currents are the same as for the dqo
branch voltages and currents. We now write the stator/network/load tran-
sients of (6.10)–(6.24) and (6.32)–(6.37) in vector/matrix form:

ε
dψDbranch

dt
= RbranchIDbranch + ψQbranch + VDbranch (6.60)

ε
dψQbranch

dt
= RbranchIQbranch − ψDbranch + VQbranch (6.61)

ε
dψObranch

dt
= RbranchIObranch + VObranch (6.62)

where additional algebraic equations relating the flux linkages and currents
could be written using (6.19)–(6.24) and (6.35)–(6.37).

Multiplying these equations by C t
b and using the properties of Cb from

(6.50) and (6.57)–(6.59) gives the b-n independent sets of stator/network/load
transients

ε
dψDloop

dt
= Ct

bRbranchCbIDloop + ψQloop (6.63)

ε
dψQloop

dt
= Ct

bRbranchCbIQloop − ψDloop (6.64)

ε
dψOloop

dt
= Ct

bRbranchCbIOloop. (6.65)

As in the single machine/infinite bus case of Chapter 5, the Rbranch = 0
case has a very interesting result. When resistance is zero, (6.63)–(6.65)
have an exact integral manifold for ψDloop, ψQloop, and ψOloop, regardless
of ε:

ψDloop
|

Rbranch = 0
= ψQloop

|
Rbranch = 0

= ψOloop
|

Rbranch = 0
= 0.

(6.66)
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This means that if ψDloop, ψQloop, and ψOloop are initially zero andRbranch
= 0, then ψDloop, ψQloop, and ψOloop remain at zero for all time t re-
gardless of the size of ε. If ψDloop, ψQloop, and ψOloop are not initially
zero and Rbranch = 0, then ψDloop, ψQloop oscillate forever and ψOloop
remains at its initial value, according to (6.63)–(6.65). Unlike the single
machine/infinite bus case, the Rbranch = 0 condition is not practical, since
this means that the only possible load could be one or more synchronous
machines acting as motors.

For Rbranch not equal to zero but ε sufficiently small, an integral man-
ifold for ψDloop, ψQloop, and ψOloop still exists, but has not been found
exactly. An approximation of this integral manifold can be found by setting
ε to zero and solving all the algebraic equations for the stator/network/load
flux linkages and currents. This requires the solution of the following equa-
tions:

0 = Ct
bRbranchCbIDloop + ψQloop (6.67)

0 = Ct
bRbranchCbIQloop − ψDloop (6.68)

0 = Ct
bRbranchCbIOloop (6.69)

with

ψDloop = Ct
bψDbranch (6.70)

ψQloop = Ct
bψQbranch (6.71)

ψOloop = Ct
bψObranch (6.72)

IDbranch = CbIDloop (6.73)

IQbranch = CbIQloop (6.74)

IObranch = CbIOloop (6.75)

and (6.19)–(6.24) plus (6.35)–(6.37). Alternatively, we solve (6.10)–(6.12),
(6.19)–(6.24), and (6.32)–(6.37) evaluated at ε = 0. The “zero” variables are
decoupled and will not be carried further. Adding (6.10) plus j times (6.11)
and using (6.22)–(6.24) gives

0 = Rsi(Idi + jIqi)e
j(δi−π

2
) − j(ψdi + jψqi)e

j(δ−π
2
)

+(Vdi + jVqi)e
j(δi−π

2
) i = 1, . . . ,m. (6.76)

Substituting (6.19) and (6.20) gives the following complex equation, which
can be written as the circuit of Figure 6.2.
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_

+
-

+

(V   + jV   ) eqidi
j(δ   - π/2)i

jXdi R si (I    + jI   ) edi qi
ij(δ  - π/2)′′



( )X ′′

qi– X ′′
di I qi+

( )X ′′
qi–X lsi

( )X ′qi –X lsi
E ′

di –
( )X ′

qi–X ′′
qi

( )X ′
qi–X lsi

ψ2qi

   + j
( )X ′′

di–X lsi

( )X ′
di–X lsi

E ′
qi +





j
( )X ′

di– X ′′
di

( )X ′
di–X lsi

ψ1di ej(δi – π/2)

Figure 6.2: Multimachine subtransient dynamic circuit (i = 1, . . . ,m)

0 = (Rsi + jX ′′
di)(Idi + jIqi)e

j(δi−π
2
) + (Vdi + jVqi)e

j(δi−π
2
)

−
[

(X ′′
qi −X ′′

di)Iqi +
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
di −

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qi

+j
(X ′′

di −X`si)

(X ′
di −X`si)

E′
qi + j

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1di

]

ej(δi−π
2
)

i = 1, . . . ,m. (6.77)

Adding (6.32) plus j times (6.33) and eliminating ψDi, ψQi using (6.35) and
(6.36) give the network/load equation, which can be written as the circuit
of Figure 6.3.

+_

(IDi + jIQi) Ri jXepi

(VDi + jVQi)

Figure 6.3: Network plus R-L load dynamic circuit (i = m+ 1, . . . , b)

0 = (Ri + jXepi)(IDi + jIQi) + (VDi + jVQi) i = m+ 1, . . . , b.(6.78)

To convert from branch subscript notation to bus subscript notation, we
make the following notational numbering of branches. Assume that loads are
present at all n buses, and connected to the reference bus. These n branch
voltages are then bus voltages denoted as

Vie
jθi

∆
= (VDi + jVQi) i = 1, . . . , n. (6.79)

All branches in excess of these n have branch voltages that are either equal
to bus voltages or equal to the difference between two bus voltages. With
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this bus notation, the multimachine dynamic model is any connection of the
circuits of Figures 6.2 and 6.3 into a network resulting in m machines, b
branches, and n buses.

Generalization of Network and Load Dynamic Models

Before stating the final model, we now make a major assumption about
the actual network and loads. We assume that an integral manifold also
exists for all dynamic states associated with networks and loads that are not
simple R-L elements. We assume that the integral manifold for the network
dynamic states can be approximated by the same representation as above
(Figure 6.3 allowing Xep to be negative). We also assume that the integral
manifold for the load electrical dynamic states can be approximated by sets
of two algebraic equations that can be written as sets of complex equations
of the following general form, using the convention of Figure 6.4.

Bus i

Vi e
jθi = (VDi + jVQi)

+

–

ILDi + jILQi Reference

Figure 6.4: Generalized load electrical dynamic circuit

(VDi + jVQi)(ILDi − jILQi) = PLi(Vi) + jQLi(Vi) i = 1, . . . , n (6.80)

where PLi(Vi) and QLi(Vi) may be nonlinear functions of the bus voltage
magnitude Vi. Commonly used load models are

PLi(Vi) = PLoi + kP1iVi + kP2iV
2
i + . . . i = 1, . . . , n (6.81)

QLi(Vi) = QLoi + kQ1iVi + kQ2iV
2
i + . . . i = 1, . . . , n (6.82)

or any combination of terms involving any power of Vi. The constants PLoi

and QLoi represent a “constant power” component, kP1i and kQ1i represent
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a “constant current magnitude at constant power factor” component, and
kP2i and kQ2i represent a “constant impedance” component. Note that PLi

and QLi are given as “injected” powers, meaning that PLi will normally be
negative for a passive load.

With this generalized model for the network and loads, we write the
algebraic equations for the interconnection of m machine circuits with all
transformers, lines, and loads using the standard network bus admittance
matrix defined through the bus voltages and net injected currents by

(Idi + jIqi)e
j(δi−π

2
) + (ILDi + jILQi)

=
n∑

k=1

Yike
jαikVke

jθk i = 1, . . . ,m (6.83)

(ILDi + jILQi) =
n∑

k=1

Yike
jαikVke

jθk i = m+ 1, . . . , n (6.84)

where all quantities are as previously defined, and Yike
jαik is the ikth entry

of the network bus admittance matrix. This matrix is formed using all of
the branches of the form of Figure 6.3. It has the same formulation as the
admittance matrix used for load–flow analysis.

This representation gives the following dynamic model for themmachine,
n bus power system after stator/network and load electrical transients have
been eliminated, and using the load model of Figure 6.4 and (6.80):

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)[Idi −

(X ′
di −X ′′

di)

(X ′
di −X`si)2

(ψ1di + (X ′
di −X`si)Idi −E′

qi)] +Efdi

i = 1, . . . ,m (6.85)

T ′′
doi

dψ1di

dt
= −ψ1di +E′

qi − (X ′
di −X`si)Idi i = 1, . . . ,m (6.86)

T ′
qoi

dE′
di

dt
= −E′

di + (Xqi −X ′
qi)

[

Iqi −
(X ′

qi −X ′′
qi)

(X ′
qi −X`si)2

(ψ2qi + (X ′
qi −X`si)Iqi +E′

di)
]

i = 1, . . . ,m (6.87)

T ′′
qoi

dψ2qi

dt
= −ψ2qi −E′

di − (X ′
qi −X`si)Iqi i = 1, . . . ,m (6.88)

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.89)
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2Hi

ωs

dωi

dt
= TMi −

(X ′′
di −X`si)

(X ′
di −X`si)

E′
qiIqi −

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1diIqi

−
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
diIdi +

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qiIdi

−(X ′′
qi −X ′′

di)IdiIqi − TFWi i = 1, . . . ,m (6.90)

TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m (6.91)

TFi
dRfi

dt
= −Rfi +

KFi

TFi
Efdi i = 1, . . . ,m (6.92)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKFi

TFi
Efdi

+KAi(Vrefi − Vi) i = 1, . . . ,m (6.93)

TCHi
dTMi

dt
= −TMi + PSV i i = 1, . . . ,m (6.94)

TSV i
dPSV i

dt
= −PSV i + PCi −

1

RDi

(
ωi

ωs
− 1

)

i = 1, . . . ,m (6.95)

with the limit constraints

V min
Ri ≤ VRi ≤ V max

Ri i = 1, . . . ,m (6.96)

0 ≤ PSV i ≤ Pmax
SV i i = 1, . . . ,m (6.97)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′′

di)(Idi + jIqi)e
j(δi−π

2
)

−
[

(X ′′
qi −X ′′

di)Iqi +
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
di −

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qi

+ j
(X ′′

di −X`si)

(X ′
di −X`si)

E′
qi + j

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1di

]

ej(δi−π
2
)

i = 1, . . . ,m (6.98)

Vie
jθi(Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi)

=
n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.99)

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = m+ 1, . . . , n. (6.100)
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The voltage regulator input voltage is Vi, which is automatically defined
through the network algebraic constraints. Also, for given functions PLi(Vi)
and QLi(Vi), the n+m complex algebraic equations must be solved for Vi,
θi (i = 1, . . . , n), Idi, Iqi (i = 1, . . . ,m) in terms of the states δi, E

′
di, ψ2qi,

E′
qi, ψ1di (i = 1, . . . ,m). The currents clearly can be explicitly eliminated

by solving either (6.98) or (6.99) and substituting into the differential equa-
tions and remaining algebraic equations. This would leave only n complex
algebraic equations to be solved for the n complex voltages Vie

jθi .

The Special Case of “Impedance Loads”

In some cases, the above dynamic model can be put in explicit closed form
without algebraic equations. We make the special assumptions about the
load representations:

PLi(Vi) = kP2iV
2
i i = 1, . . . , n (6.101)

QLi(Vi) = kQ2iV
2
i i = 1, . . . , n. (6.102)

In this case, the loads and Rsi + jX ′′
di can be added into the bus admittance

matrix diagonal entries to obtain the following algebraic equations:

(Idi + jIqi)e
j(δi−π

2
) =

1

(Rsi + jX ′′
di)

[

(X ′′
qi −X ′′

di)Iqi +
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
di

−
(X ′

qi −X ′′
qi)

(X ′
qi −X`si)

ψ2qi + j
(X ′′

di −X`si)

(X ′
di −X`si)

E′
qi

+ j
(X ′

di −X ′′
di)

(X ′
di −X`si)

ψ1di

]

ej(δi−π
2
) −

(

1

Rsi + jX ′′
di

)

Vie
jθi

i = 1, . . . ,m (6.103)

0 = −
(

1

Rsi + jX ′′
di

)[

(X ′′
qi −X ′′

di)Iqi +
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
di

−
(X ′

qi −X ′′
qi)

(X ′
qi −X`si)

ψ2qi + j
(X ′′

di −X`si)

(X ′
di −X`si)

E′
qi

+j
(X ′

di −X ′′
di)

(X ′
di −X`si)

ψ1di

]

ej(δi−π
2
)

+
n∑

k=1

(G′′
ik + jB′′

ik)Vke
jθk i = 1, . . . ,m (6.104)
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0 =
n∑

k=1

(G′′
ik + jB′′

ik)Vke
jθk i = m+ 1, . . . , n (6.105)

where G′′
ik + jB′′

ik is the ikth entry of the bus admittance matrix, including

all “constant impedance” loads and 1/(Rsi + jX ′′
di) on the ith diagonal.

Clearly, all of the Vke
jθk(k = 1, . . . , n) can be eliminated by solving

(6.104) and (6.105) and substituting into (6.103) to obtain m complex equa-
tions that are linear in Idi, Iqi(i = 1, . . . ,m). These can, in principle, be
solved through the inverse of a matrix that would be a function of δi, E

′
di,

ψ2qi, E
′
qi, ψ1di (i = 1, . . . ,m). This inverse can be avoided if the following

simplification is made:

X ′′
qi = X ′′

di i = 1, . . . ,m. (6.106)

With this assumption, (6.104) and (6.105) can be solved for Vke
jθk and

substituted into (6.103) to obtain

Idi + jIqi =
m∑

k=1

(G′′
red
ik

+ jB′′
red
ik

)

[

(X ′′
qk −X`sk)

(X ′
qk −X`sk)

E′
dk

−
(X ′

qk −X ′′
qk)

(X ′
qk −X`sk)

ψ2qk + j
(X ′′

dk −X`sk)

(X ′
dk −X`sk)

E′
qk

+j
(X ′

dk −X ′′
dk)

(X ′
dk −X`sk)

ψ1dk

]

ej(δk−δi) i = 1, . . . ,m (6.107)

where G′′
red
ik

+ jB′′
red
ik

is the ikth entry of an m×m admittance matrix (often

called the matrix reduced to “internal nodes”). This can easily be solved for
Idi, Iqi (i = 1, . . . ,m) and substituted into the differential equations (6.85)–
(6.95). Substitution of Idi Iqi into (6.98) also gives Vi as a function of the
states (needed for (6.93)), so the resulting dynamic model is in explicit form
without algebraic equations.

6.4 Multimachine Two-Axis Model

The reduced-order model of the last section still contains the damper-winding
dynamics ψ1di and ψ2qi. If T ′′

doi and T ′′
qoi are sufficiently small, there is an

integral manifold for these dynamic states. A first approximation of the fast
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damper-winding integral manifold is found by setting T ′′
doi and T ′′

qoi equal to
zero in (6.86)–(6.88) to obtain

0 = −ψ1di +E′
qi − (X ′

di −X`si)Idi i = 1, . . . ,m (6.108)

0 = −ψ2qi −E′
di − (X ′

qi −X`si)Iqi i = 1, . . . ,m. (6.109)

When used to eliminate ψ1di and ψ2qi, the synchronous machine dynamic
circuit is changed from Figure 6.2 to Figure 6.5, giving the following multi-

_

+
-

+

(Vdi + jVqi) e
j(δi–π/2) = Vi e

jθi

jXdi′ Rsi (Idi + jIqi) e
j(δi–π/2)

[Edi + (Xqi – Xdi) Iqi + jEqi] e
j(δi–π/2)′ ′ ′ ′

Figure 6.5: Synchronous machine two-axis model dynamic circuit (i =
1, . . . ,m)

machine two-axis model:

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)Idi +Efdi i = 1, . . . ,m (6.110)

T ′
qoi
dE′

di

dt
= −E′

di + (Xqi −X ′
qi)Iqi i = 1, . . . ,m (6.111)

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.112)

2Hi

ωs

dωi

dt
= TMi −E′

diIdi −E′
qiIqi

−(X ′
qi −X ′

di)IdiIqi − TFWi i = 1, . . . ,m (6.113)

TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m(6.114)

TFi
dRfi

dt
= −Rfi +

KFi

TFi
Efdi i = 1, . . . ,m (6.115)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKFi

TFi
Efdi

+KAi(Vrefi − Vi) i = 1, . . . ,m (6.116)

TCHi
dTMi

dt
= −TMi + PSV i i = 1, . . . ,m (6.117)
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TSV i
dPSV i

dt
= −PSV i + PCi −

1

RDi

(
ωi

ωs
− 1

)

i = 1, . . . ,m(6.118)

with the limit constraints

V min
Ri ≤ VRi ≤ V max

Ri i = 1, . . . ,m (6.119)

0 ≤ PSV i ≤ Pmax
SV i i = 1, . . . ,m (6.120)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π

2
)

−[E′
di + (X ′

qi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

i = 1, . . . ,m (6.121)

Vie
jθi (Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi)

=
n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.122)

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = m+ 1, . . . , n. (6.123)

As before, for given functions PLi(Vi) and QLi(Vi), the n+m complex alge-
braic equations must be solved for Vi, θi (i = 1, . . . ,m) and Idi, Iqi (i = 1,
. . . , m) in terms of the states δi, E

′
di, E

′
qi (i = 1, . . . ,m). The currents can

clearly be explicitly eliminated by solving either (6.121) or (6.122 ) and sub-
stituting into the differential equations and remaining algebraic equations.
This would leave only n complex algebraic equations to be solved for the n
complex voltages Vie

jθi .

The Special Case of “Impedance Loads”

In some cases, this two-axis dynamic model can be put in explicit closed
form without algebraic equations. We make the special assumptions about
the load representations

PLi(Vi) = kP2iV
2
i i = 1, . . . , n (6.124)

QLi(Vi) = kQ2iV
2
i i = 1, . . . , n. (6.125)

In this case, the loads and Rsi + jX ′
di can be added into the bus admittance

matrix diagonal entries to obtain the following simplified algebraic equations
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for the two-axis model with “constant impedance” loads

(Idi + jIqi)e
j(δi−π

2
) =

(

1

Rsi + jX ′
di

)

[E′
di + (X ′

qi −X ′
di)Iqi

+ jE′
qi]e

j(δi−π
2
) −

(

1

Rsi + jX ′
di

)

Vie
jθi i = 1, . . . ,m(6.126)

0 = −
(

1

Rsi + jX ′
di

)

[E′
di + (X ′

qi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

+
n∑

k=1

(G′
ik + jB′

ik)Vke
jθk i = 1, . . . ,m (6.127)

0 =
n∑

k=1

(G′
ik + jB′

ik)Vke
jθk i = m+ 1, . . . , n (6.128)

where G′
ik + jB′

ik is the ikth entry of the admittance matrix, including all

“constant impedance” loads and 1/(Rsi + jX ′
di) on the ith diagonal.

Clearly, all of the Vke
jθk(k = 1, . . . , n) can be eliminated by solving

(6.127) and (6.128) and substituting into (6.126) to obtain m complex equa-
tions that are linear in Idi, Iqi(i = 1, . . . ,m). These can, in principle, be
solved through the inverse of a matrix that would be a function of the states
δi, E

′
qi, E

′
di(i = 1, . . . ,m). This inverse can be avoided if the following

simplification is made:

X ′
qi = X ′

di i = 1, . . . ,m. (6.129)

With this assumption, (6.127) and (6.128) can be solved for Vke
jθk and

substituted into (6.126) to obtain

Idi + jIqi =
m∑

k=1

(

G′
red
ik

+ jB′
red
ik

)

[E′
dk + jE′

qk]e
j(δk−δi)

i = 1, . . . ,m (6.130)

where G′
red
ik

+ jB′
red
ik

is the ikth entry of an m×m admittance matrix (often

called the matrix reduced to “internal nodes”). This can easily be solved for
Idi, Iqi(i = 1, . . . ,m) and substituted into the differential equations (6.110)–
(6.18). Substitution of Idi, Iqi into (6.121) also gives Vi as a function of
the states (needed for (6.116)), so the resulting dynamic model is in explicit
form without algebraic equations.
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6.5 Multimachine Flux–Decay Model

The reduced-order model of the last section still contains the damper-winding
dynamics E ′

di. If T ′
qoi for all i = 1, . . . ,m are sufficiently small, there is an

integral manifold for these dynamic states. A first approximation of the re-
maining fast damper-winding integral manifold is found by setting T ′

qoi equal
to zero in (6.111) to obtain

0 = −E′
di + (Xqi −X ′

qi)Iqi i = 1, . . . ,m. (6.131)

When used to eliminate E ′
di, the synchronous machine dynamic circuit is

changed from Figure 6.5 to Figure 6.6, giving the following multimachine

_

+
-

+

(Vdi + jVqi) e
j(δi–π/2) = Vi e

jθi

jXdi′ (Idi + jIqi) e
j(δi–π/2)

[(Xqi – Xdi) Iqi + jEqi] e
j(δi–π/2)′ ′

Rsi

Figure 6.6: Synchronous machine flux-decay model dynamic circuit (i =
1, . . . ,m)

one-axis or flux-decay model:

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)Idi +Efdi i = 1, . . . ,m (6.132)

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.133)

2Hi

ωs

dωi

dt
= TMi −E′

qiIqi − (Xqi −X ′
di)IdiIqi − TFWi

i = 1, . . . ,m (6.134)

TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m (6.135)

TFi
dRfi

dt
= −Rfi +

KFi

TFi
Efdi i = 1, . . . ,m (6.136)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKfi

TFi
Efdi

+KAi(Vrefi − Vi) i = 1, . . . ,m (6.137)

TCHi
dTMi

dt
= −TMi + PSV i i = 1, . . . ,m (6.138)
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TSV i
dPSV i

dt
= −PSV i + PCi −

1

RDi

(
ωi

ωs
− 1

)

i = 1, . . . ,m (6.139)

with the limit constraints

Vmin
Ri leq VRi ≤ Vmax

Ri i = 1, . . . ,m (6.140)

0 ≤ PSV i ≤ Pmax
SV i i = 1, . . . ,m (6.141)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π

2
)

−[(Xqi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

i = 1, . . . ,m (6.142)

Vie
jθi (Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi)

=
n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.143)

PLi(Vi)+ jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = m+ 1, . . . , n. (6.144)

As before, for given functions PLi(Vi) and QLi(Vi), the n+m complex alge-
braic equations must be solved for Vi, θi(i = 1, . . . , n), Idi, Iqi(i = 1, . . . ,m)
in terms of the states δi, E

′
qi (i = 1, . . . ,m). The currents can clearly be ex-

plicitly eliminated by solving either (6.142) or (6.143) and substituting into
the differential equations and remaining algebraic equations. This would
leave only n complex algebraic equations to be solved for the n complex
voltages Vie

jθi .

The Special Case of “Impedance Loads”

In some cases, this flux-decay dynamic model can be put in explicit closed
form without algebraic equations. We make the special assumptions about
the load representations

PLi(Vi) = kP2iV
2
i i = 1, . . . , n (6.145)

QLi(Vi) = kQ2iV
2
i i = 1, . . . , n. (6.146)

In this case, the loads and Rsi + jX ′
di can be added into the bus admittance

matrix diagonal entries to obtain the following simplified algebraic equations
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for the flux-decay model with “constant impedance” loads

(Idi + jIqi)e
j(δi−π

2
) =

1

(Rsi + jX ′
di)

[(Xqi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

− 1

(Rsi + jX ′
di)
Vie

jθi i = 1, . . . ,m (6.147)

0 = − 1

(Rsi + jX ′
di)

[(Xqi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

+
n∑

k=1

(G′
ik + jB′

ik)Vke
jθk i = 1, . . . ,m (6.148)

0 =
n∑

k=1

(G′
ik + jB′

ik)Vke
jθk i = m+ 1, . . . , n (6.149)

where G′
ik + jB′

ik is the ikth entry of the admittance matrix, including all

“constant impedance” loads and 1/(Rsi + jX ′
di) on the ith diagonal.

Clearly, all of the Vke
jθk (k = 1, . . . , n) can be eliminated by solving

(6.148) and (6.149) and substituting into (6.147) to obtain m complex equa-
tions that are linear in Idi, Iqi(i = 1, . . . ,m). These can, in principle, be
solved through the inverse of a matrix that would be a function of the states
δi, E

′
qi(i = 1, . . . ,m). This inverse can be avoided if the following simplifi-

cation (usually not considered valid) is made:

Xqi = X ′
di i = 1, . . . ,m. (6.150)

With this simplification, (6.148) and (6.149) can be solved for Vke
jθk and

substituted into (6.147) to obtain

Idi + jIqi =
m∑

k=1

(G′
red
ik

+ jB′
red
ik

)E′
qke

j(δk−δi) i = 1, . . . ,m (6.151)

where G′
red
ik

+ jB′
red
ik

is an m × m admittance matrix (often called the

matrix reduced to “internal nodes”). This can easily be solved for Idi,
Iqi(i = 1, . . . ,m) and substituted into the differential equations (6.132)–
(6.139). Substitution of Idi, Iqi into (6.142) also gives Vi as a function of the
states (needed for (6.137)) so that the resulting dynamic model is in explicit
form without algebraic equations. We emphasize that the simplification of
(6.150) is usually not considered valid for most machines.
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6.6 Multimachine Classical Model

As in the single machine/infinite bus case of Chapter 5, the derivation of the
classical model requires assumptions that cannot be rigorously supported.
Returning to the multimachine two-axis model, rather than assuming T ′

qoi =
0(i = 1, . . . ,m), we assume that an integral manifold exists for E ′

di, E
′
qi,

Efdi, Rfi, VRi(i = 1, . . . ,m) that as a first approximation, gives each E ′
qi

equal to a constant and each (E ′
di +(X ′

qi −X ′
di)Iqi) equal to a constant. For

this constant based on initial values E ′o
di, I

o
qi, E

′o
qi, we define the constant

voltage

E′o
i

∆
=

√

(E′o
di + (X ′

qi −X ′
di)I

o
qi)

2 + (E′o
qi)

2 (6.152)

and the constant angle

δ′oi
∆
= tan−1(

E′o
qi

E′o
di + (X ′

qi −X ′
di)I

o
qi

) − π

2
. (6.153)

The classical model dynamic circuit is then shown in Figure 6.7. Because

_

+
-

+

(Vdi + jVqi) e
j(δi–π/2) = Vi e

jθ

jXdi ′ (Idi + jIqi) e
j(δi–π/2)Rsi

E i  e
j(δi + δi )′o

o

Figure 6.7: Synchronous machine classical model dynamic circuit (i =
1, . . . ,m)

the classical model is usually used with the assumption of constant shaft
torque, we assume

TCHi = ∞. (6.154)

The classical model is then a 2m-order system (obtained from (6.110)–
(6.123))

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.155)
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2Hi

ωs

dωi

dt
= T o

Mi − Real[(E ′o
i e

j(δi+δ′o
i

)(Idi − jIqi)e
−j(δi−π

2
)]

−TFWi i = 1, . . . ,m (6.156)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π

2
)

−E′o
i e

j(δi+δ′oi ) i = 1, . . . ,m (6.157)

Vie
jθi (Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi) =

n∑

k=1

ViVkYike
j(θi−θk−∝ik) (6.158)

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = m+ 1, . . . , n. (6.159)

As before, for given functions PLi(Vi) and QLi(Vi), the n + m complex al-
gebraic equations must be solved for Vi, θi(i = 1, . . . , n) and Idi, Iqi(i =
1, . . . ,m) in terms of the states δi. The currents can easily be explicitly
eliminated by solving either (6.157) or (6.158) and substituting into the dif-
ferential equations and remaining algebraic equations. This would leave only
n complex equations to be solved for the n complex voltages Vie

jθi .

The Special Case of “Impedance Loads”

In some cases, this classical model can be put in explicit closed form with-
out algebraic equations. We make the special assumptions about the load
representations

PLi(Vi) = kP2iV
2
i i = 1, . . . , n (6.160)

QLi(Vi) = kQ2iV
2
i i = 1, . . . , n. (6.161)

In this case, the loads and Rsi + jX ′
di can be added into the bus admittance

matrix diagonal entries to obtain the following simplified algebraic equations
for the classical model with “constant impedance” loads

(Idi + jIqi)e
j(δi−π

2
) =

1

(Rsi + jX ′
di)
E′o

i e
j(δi+δ′o

i
)

− 1

(Rsi + jX ′
di)
Vie

jθi i = 1, . . . ,m (6.162)
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0 = − 1

(Rsi + jX ′
di)
E′o

i e
j(δi+δ′o

i
) +

n∑

k=1

(G′
ik + jB′

ik)Vke
jθk

i = 1, . . . ,m (6.163)

0 =
n∑

k=1

(G′
ik + jB′

ik)Vke
jθk i = m+ 1, . . . , n (6.164)

where G′
ik + jB′

ik is the ikth entry of the admittance matrix, including all

“constant impedance” loads and 1/(Rsi + jX ′
di) on the ith diagonal.

Clearly, all of the Vke
jθk(k = 1, . . . , n) can be eliminated by solving

(6.163) and (6.164) and substituting into (6.162) to obtain m complex equa-
tions of the form

(Idi + jIqi)e
j(δi−π

2
) =

m∑

k=1

(G′
red
ik

+ jB′
red
ik

)E′o
k e

j(δk+δ′o
k

) (6.165)

where G′
red
ik

+ jB′
red
ik

is the ikth entry of an m×m admittance matrix (often

called the matrix reduced to “internal nodes”). Defining

δclassical
∆
= δi + δ′oi i = 1, . . . ,m (6.166)

the multimachine classical model with constant impedance loads is found by
substituting (6.165) into (6.156):

dδclassical
dt

= ωi − ωs i = 1, . . . ,m (6.167)

2Hi

ωs

dωi

dt
= TMi −

m∑

k=1

E′o
i E

′o
k G

′
red
ik

cos(δclassicali
− δclassicalk

)

−
m∑

k=1

E′o
i E

′o
k B

′
red
ik

sin(δclassicali
− δclassicalk

)

−TFWi i = 1, . . . ,m. (6.168)

The classical model can also be obtained formally from the two-axis model
by setting X ′

qi = X ′
di, and TCHi = T ′

qoi = T ′
doi = ∞(i = 1, . . . ,m), or from

the one-axis model by setting Xqi = X ′
di, and T ′

qoi = 0, TCHi = T ′
doi = ∞(i =

1, . . . ,m). In this latter case, δ′oi is equal to zero, so that δclassical is equal
to δi and E′o

i is equal to E ′o
qi(i = 1, . . . ,m).
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6.7 Multimachine Damping Torques

As in the single machine/infinite bus case of Chapter 5, the multimachine
flux-decay and classical models do not have explicit speed-damping torques.
The friction and windage torque term could be specified as

TFW = DFWω or D′
FWω2. (6.169)

While this would provide some damping, the effect of all damper windings
has been lost in the reduction process. As in the single machine/infinite bus
case, it is possible to justify the addition of speed-damping torques. The
mathematical derivation of these damping torque terms proceeds in a direct
extension to the multimachine case. For example, the integral manifold
for each machine E ′

di must be approximated more accurately, as done in
Section 5.7. The resulting improved integral manifolds have the following
general form:

E′
di =

m∑

k=1

foik(δi − δk, E
′
qi, E

′
qk)

−T ′
qoi

m∑

k=1

f1ik(δi − δk, E
′
qi, E

′
qk, Efdi, Efdk, ωi, ωk) (6.170)

where foik is the same as (6.131) written after elimination of Iqi. The func-
tions f1ik contain all the speeds of all machines. Rather than use the compli-
cated form of (6.170), it is customary to simply recognize that this additional
term involving speeds will contribute speed-damping torques, which can be
approximated by

TDi =
m∑

k=1

Dik(ωk − ωs) (6.171)

with Dik treated as a constant. The swing equation for each machine would
then be

2Hi

ωs

dωi

dt
= TMi − TELECi

− TDi − TFWi (6.172)

with TELECi
and all other dynamics evaluated using the simple integral man-

ifold approximation for E ′
di in (6.131). In order of accuracy, it is emphasized

that the most accurate model would keep all damper-winding dynamics. The
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second most accurate model would use a good integral manifold approxima-
tion for the damper windings (6.170). The least accurate model would use
the crude integral manifold for the damper windings (6.131), together with
a constant Dik cross-damping torque term (6.171).

6.8 Multimachine Models with Saturation

The dynamic models of (6.10)–(6.24), (6.85)–(6.100), (6.110)–(6.123), (6.132)
–(6.144), and (6.155)–(6.159) began with the assumption of a linear mag-
netic circuit. In order to account for saturation, it is necessary to repeat this
analysis with the saturation functions included. For this case, we assume the
saturation functions of [37], given in (3.204)–(3.209). With these functions
and the assumption that saturation does not significantly affect time scales,
the stator/network transients can still be formally eliminated to obtain the
same dynamic circuits of Figures 6.2 to 6.4 and the following multimachine
dynamic model:

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)

[

Idi −
(X ′

di −X ′′
di)

(X ′
di −X`si)2

(ψ1di

+ (X ′
di −X`si)Idi −E′

qi)
]

− S
(2)
fdi +Efdi

i = 1, . . . ,m (6.173)

T ′′
doi

dψ1di

dt
= −ψ1di +E′

qi − (X ′
di −X`si)Idi i = 1, . . . ,m (6.174)

T ′
qoi

dE′
di

dt
= −E′

di + (Xqi −X ′
qi)

[

Iqi −
(X ′

qi −X ′′
qi)

(X ′
qi −X`si)2

(ψ2qi + (X ′
qi −X`si)Iqi +E′

di)
]

+ S
(2)
1qi

i = 1, . . . ,m (6.175)

T ′′
qoi

dψ2qi

dt
= −ψ2qi −E′

di − (X ′
qi −X`si)Iqi i = 1, . . . ,m (6.176)

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.177)

2Hi

ωs

dωi

dt
= TMi −

(X ′′
di −X`si)

(X ′
di −X`si)

E′
qiIqi −

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1diIqi

−
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
diIdi +

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qiIdi

−(X ′′
qi −X ′′

di)IdiIqi − TFWi i = 1, . . . ,m (6.178)
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TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m (6.179)

TFi
dRfi

dt
= −RFi +

KFi

TFi
Efdi i = 1, . . . ,m (6.180)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKFi

TFi
Efdi

+KAi(Vrefi − Vi) i = 1, . . . ,m (6.181)

TCHi
dTMi

dt
= −TMi + PSV i i = 1, . . . ,m (6.182)

TSV i
dPSV i

dt
= −PSV i + PCi −

1

RDi

(
ωi

ωs
− 1

)

i = 1, . . . ,m (6.183)

with the limit constraints

Vmin
Ri ≤ VRi ≤ Vmax

Ri i = 1, . . . ,m (6.184)

0 ≤ PSV i ≤ Pmax
SV i i = 1, . . . ,m (6.185)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′′

di)(Idi + jIqi)e
j(δi−π

2
)

−
[

(X ′′
qi −X ′′

di)Iqi +
(X ′′

qi −X`si)

(X ′
qi −X`si)

E′
di −

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qi

+ j
(X ′′

di −X`si)

(X ′
di −X`si)

E′
qi + j

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1di

]

ej(δi−π
2
)

i = 1, . . . ,m (6.186)

Vie
jθi (Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi)

=
n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.187)

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = m+ 1, . . . , n (6.188)

and finally the saturation function relations

S
(2)
fdi

∆
=

ψ′′
di

|ψ′′
i |
Ssmi(|ψ′′

i |) i = 1, . . . ,m (6.189)

S
(2)
1qi

∆
=

ψ′′
qi(Xqi −X`si)

|ψ′′
i |(Xdi −X`si)

Ssmi(|ψ′′
i |) i = 1, . . . ,m (6.190)
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where

|ψ′′
i |

∆
= (ψ′′2

di + ψ′′2
qi )

1
2 i = 1, . . . ,m (6.191)

ψ′′
di

∆
=

(X ′′
di −X`si)

(X ′
di −X`si)

E′
qi +

(X ′
di −X ′′

di)

(X ′
di −X`si)

ψ1di i = 1, . . . ,m (6.192)

ψ′′
qi

∆
= −

(X ′′
qi −X`si)

(X ′
qi −X`si)

E′
di +

(X ′
qi −X ′′

qi)

(X ′
qi −X`si)

ψ2qi i = 1, . . . ,m (6.193)

and Ssmi are given nonlinear functions that are zero at |ψ ′′
i | = 0 and increase

exponentially with |ψ′′
i |.

With our choice of saturation functions, the special case of impedance
loads still leads to an explicit set of differential equations without algebraic

equations. This should be clear, since the only added terms are S
(2)
fdi and

S
(2)
1qi, which are assumed functions of dynamic states. This will not impair the

elimination of currents and voltages needed to obtain the reduced admittance
matrix formulation. If saturation of network transformers were considered,
this elimination would involve nonlinearities in algebraic states that would
make an explicit formulation difficult, if not impossible.

The Multimachine Two-Axis Model with Synchronous Machine
Saturation

To obtain a two-axis model with saturation included as above, we again
assume that T ′′

doi and T ′′
qoi are sufficiently small so that an integral manifold

exists for each ψ1di and ψ2qi. A first approximation of the fast damper-
winding integral manifold is found by setting T ′′

doi and T ′′
qoi equal to zero in

(6.174) and (6.176) to obtain

0 = −ψ1di +E′
qi − (X ′

di −X`si)Idi i = 1, . . . ,m (6.194)

0 = −ψ2qi −E′
di − (X ′

qi −X`si)Iqi i = 1, . . . ,m. (6.195)

When used to eliminate ψ1di and ψ2qi, the synchronous machine dynamic
circuit is changed from Figure 6.2 to Figure 6.5, giving the following multi-
machine two-axis dynamic model with synchronous machine saturation:

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)Idi − S

(3)
fdi +Efdi

i = 1, . . . ,m (6.196)

T ′
qoi

dE′
di

dt
= −E′

di + (Xq −X ′
qi)Iqi + S

(3)
1qi i = 1, . . . ,m (6.197)



148 CHAPTER 6. MULTIMACHINE DYNAMIC MODELS

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.198)

2Hi

ωs

dωi

dt
= TMi −E′

diIdi −E′
qiIqi

−(X ′
qi −X ′

di)IdiIqi − TFWi i = 1, . . . ,m (6.199)

TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m (6.200)

TFi
dRfi

dt
= −Rfi +

KFi

TFi
Efdi i = 1, . . . ,m (6.201)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKFi

TFi
Efdi

+ KAi(Vrefi − Vi) i = 1, . . . ,m (6.202)

TCHi
dTMi

dt
= −TM + PSV i i = 1, . . . ,m (6.203)

TSV i
dPSV i

dt
= −PSV i + PCi −

1

RDi

(
ωi

ωs
− 1

)

i = 1, . . . ,m (6.204)

with the limit constraints

Vmin
Ri ≤ VRi ≤ Vmax

Ri i = 1, . . . ,m (6.205)

0 ≤ PSV i ≤ Pmax
SV i i = 1, . . . ,m (6.206)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π

2
)

−[E′
di + (X ′

qi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

i = 1, . . . ,m (6.207)

Vie
jθi (Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi) =

n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.208)

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = m+ 1, . . . , n (6.209)

and finally the saturation function relations

S
(3)
fdi

∆
=

E′
qi

|ψ′
i|
Ssmi(|ψ′

i|) i = 1, . . . ,m (6.210)

S
(3)
1qi

∆
=

−E′
di(Xqi −X`si)

|ψ′
i|(Xdi −X`si)

Ssmi(|ψ′
i|) i = 1, . . . ,m (6.211)
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where

|ψ′
i|

∆
= (E′2

qi +E′2
di)

1
2 i = 1, . . . ,m. (6.212)

We have made the assumption that when ψ1di and ψ2qi are eliminated by the
approximate integral manifold of (6.194) and (6.195), the saturation function
can be approximated by using ψ′′

di ≈ E′
qi, ψ

′′
qi ≈ −E′

di. This prevents Idi or
Iqi from entering the saturation function explicitly.

As before, the special case of impedance loads still leads to a dynamic
model in explicit form without algebraic equations, because the saturation
functions are assumed to be functions of only the dynamic states E ′

di and
E′

qi.

The Multimachine Flux-Decay Model with Synchronous Machine
Saturation

To obtain a flux-decay model with saturation included, we again assume
that T ′

qoi is sufficiently small so that an integral manifold exists for each E ′
di.

A first approximation of this integral manifold is found by setting T ′
qoi equal

to zero in (6.197) to obtain:

0 = −E′
di + (Xqi −X ′

qi)Iqi + S
(3)
1qi i = 1, . . . ,m. (6.213)

As in the single machine/infinite bus case, there is now a problem, since

(6.213) must be solved for each E ′
di (recall that each S

(3)
1qi is a function of E ′

di

and E′
qi). While we could simply carry (6.213) along as another algebraic

equation, we can again recognize that since we have already approximated
the integral manifold (and, of course, neglected all off-manifold dynamics)

we may as well simplify further and set S
(3)
1qi ≈ 0. This gives the following

flux-decay model with saturation only in the field axis.

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)Idi − S

(4)
fdi +Efdi

i = 1, . . . ,m (6.214)

dδi
dt

= ωi − ωs i = 1, . . . ,m (6.215)

2Hi

ωs

dωi

dt
= TMi −E′

qiIqi − (Xqi −X ′
di)IdiIqi − TFWi

i = 1, . . . ,m (6.216)

TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m (6.217)
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TFi
dRfi

dt
= −Rfi +

KFi

TFi
Efdi i = 1, . . . ,m (6.218)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKFi

TFi
Efdi

+KAi(Vrefi − Vi) i = 1, . . . ,m (6.219)

TCHi
dTMi

dt
= −TMi + PSV i i = 1, . . . ,m (6.220)

TSV i
dPSV i

dt
= −PSV i + PCi −

1

RDi

(
ωi

ωs
− 1

)

i = 1, . . . ,m (6.221)

with the limit constraints

Vmin
Ri ≤ VRi ≤ Vmax

Ri i = 1, . . . ,m (6.222)

0 ≤ PSV i ≤ Pmax
SV i i = 1, . . . ,m (6.223)

and the algebraic constraints

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π

2
)

−[(Xqi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
) i = 1, . . . ,m (6.224)

Vie
jθi(Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi) =

n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.225)

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = 1, . . . ,m (6.226)

and finally the saturation function relation

S
(4)
fdi = Ssmi(E

′
qi) i = 1, . . . ,m. (6.227)

As before, the special case of impedance loads still leads to a dynamic
model without algebraic equations, since the additional saturation terms are
functions only of the dynamic states E ′

qi.

There is little point in trying to incorporate saturation into the multi-
machine classical model, since it essentially assumes constant flux linkage.
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6.9 Frequency During Transients

The steady-state relationship between voltages and currents in loads clearly
depends on frequency. For inductive loads, the reactance increases with fre-
quency. For induction motors, the nominal speed increases with frequency.
During transients, frequency does not have any meaning, since voltage and
current waveforms are not pure sinusoids. It is, however, possible to define a
quantity during transients that reflects the concept of frequency and is equal
to frequency in the sinusoidal steady state. This can be done by consider-
ing the algebraic variables VDi, VQi introduced earlier in the synchronously
rotating reference frame together with their polar forms:

VDi + jVQi = Vie
jθi i = 1, . . . , n. (6.228)

From the inverse transformation, the scaled abc voltagesare (with VOi = 0):

Vai =
√

2Vi cos(ωst+ θi) i = 1, . . . , n (6.229)

Vbi =
√

2Vi cos

(

ωst+ θi −
2π

3

)

i = 1, . . . , n (6.230)

Vci =
√

2Vi cos

(

ωst+ θi +
2π

3

)

i = 1, . . . , n. (6.231)

We emphasize that these forms are valid for both transient and steady-state
analyses. In general, Vi and θi will both change during a transient. A logical
definition of a “dynamic frequency” is

ωdi
∆
= ωs +

dθi

dt
i = 1, . . . , n. (6.232)

If the multimachine system is in synchronism with all machines turning at
a constant speed, the system frequency is equal to this dynamic frequency
(possibly above or below ωs). During transients, each bus will have a dy-
namic frequency determined by dθi/dt. We emphasize that this definition is
only one of many possible such quantities that have the property of being
equal to true frequency in steady state.

Adding frequency dependence into the load model by using PLi(Vi, ωdi),
QLi(Vi, ωdi) instead of PLi(Vi), and QLi(Vi) requires that θi(i = 1, . . . , n)
become dynamic state variables. This is done by simply adding the following
n additional differential equations:

dθi

dt
= ωdi − ωs i = 1, . . . , n. (6.233)



152 CHAPTER 6. MULTIMACHINE DYNAMIC MODELS

The n dynamic frequencies ωdi are algebraic variables that must be elim-
inated together with all other algebraic variables (Idi, Iqi, Vi). Since this
normally cannot be done easily, it is customary to avoid making the θi dy-
namic states by approximating the frequency dependence. This is done by
keeping each ωdi constant over one time step of numerical integration (∆t)
as

ωdi(t) ≈ θi(t) − θi(t− ∆t)

∆t
+ ωs (6.234)

where t is the current time. In this method, the θi remain as algebraic vari-
ables and are simply monitored at each time step to update the frequency-
dependent terms of PLi(Vi, ωdi) and QLi(Vi, ωdi) for the next time step.

6.10 Angle References and an Infinite Bus

The multimachine dynamic models of the last sections have at least one
more differential equation than is needed to solve an m machine, n bus
problem, because every rotational system must have a reference for angles.
To illustrate this, we define the angles relative to machine 1 as

δ′i
∆
= δi − δ1 i = 1, . . . ,m (6.235)

θ′i
∆
= θi − δ1 i = 1, . . . , n (6.236)

with derivatives for the new dynamic states

dδ′1
dt

= 0 (6.237)

dδ′i
dt

= ωi − ω1 i = 2, . . . ,m. (6.238)

Inspection of the algebraic equations that accompany all of the previous
models will reveal that all angles can be written in terms of δ ′i and θ′i. This
means that the full system models have the same form as before, with the
following modifications:

• Replace δi with δ′i (and δ′1 = 0).

• Replace θi with θ′i.

• Replace ωs in the time derivative of δ′i with ω1.
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With this formulation, the order of the system is formally reduced by 1,
since

δ′1 = 0. (6.239)

While δ′1 remains at zero for all time, ω1 changes during a transient. The
original δ1 can be obtained by integrating ω1 − ωs over time. The original
δi(i = 2, . . . ,m) and θi(i = 1, . . . , n) can be recovered easily from δ ′i, θi and
δ′1 through (6.235)–(6.236), if desired.

The dynamic system order can be further reduced either if H1 is set to
infinity (machine 1 has constant speed) or if speeds do not explicitly appear
on the right-hand side of any dynamic equations (no speed-damping torques
and no governor action). This could be formally done by defining

ω′
i

∆
= ωi − ω1 i = 1, . . . ,m (6.240)

so that

dδ′i
dt

= ω′
i i = 1, . . . ,m (6.241)

and ω′
i replaces ωi as a dynamic state. In this case, there is no need to include

either the angle or the speed equation for machine 1, since all other dynamics
would depend only on δ′i(i = 2, . . . ,m) and ω′

i(i = 2, . . . ,m). This situation
also arises when the only speed terms on the right-hand side appear in the
swing equations with uniform damping (Hi/Di = Hk/Dk i, k = 1, . . . ,m).

A common transformation used in transient stability analysis is the
center-of-inertia (COI) reference. Rather than reference each angle to a
specific machine (i.e., δ1), the COI reference transformation defines the COI
angle and speeds as

δCOI
∆
=

1

MT

m∑

i=1

Miδi (6.242)

ωCOI
∆
=

1

MT

m∑

i=1

Miωi (6.243)

where

MT
∆
=

m∑

i=1

Mi (6.244)
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and

Mi
∆
=

2Hi

ωs
. (6.245)

The COI-referenced angles and speeds are

δ̂i
∆
= δi − δCOI i = 1, . . . ,m (6.246)

ω̂i
∆
= ωi − ωCOI i = 1, . . . ,m. (6.247)

With the introduction of δCOI and ωCOI , it is possible to use these as dy-
namic states together with any other m−1 pairs of COI-referenced mechan-
ical pairs. Choosing 2, . . . ,m, the new mechanical state-space would consist
of δCOI , ωCOI , δ̂i, ω̂i(i = 2, . . . ,m). This would require the elimination of
δ̂1 and ω̂1 in terms of δCOI , ωCOI and δ̂i, ω̂i(i = 2, . . . ,m). The resulting
system would have MT multiplying the time derivative of ωCOI . Since MT

represents the total system inertia, it is usually quite large relative to any
single Mi. For this reason, it is often taken to be infinity, in which case
the COI mechanical pair is eliminated, reducing the dynamic order by 2. It
is important to emphasize that simply using COI-referenced variables does
not, in itself, reduce the dynamic order. The reduction requires the use of
COI-referenced variables together with the approximation that MT is infin-
ity. The resulting swing equations are complicated by the COI reference,
since an inertia-weighted form of “system” acceleration is subtracted from
each machine’s true acceleration.



Chapter 7

MULTIMACHINE
SIMULATION

In this chapter, we consider simulation techniques for a multimachine power
system using a two-axis machine model with no saturation and neglect-
ing both the stator and the network transients. The resulting differential-
algebraic model is systematically derived. Both the partitioned-explicit (PE)
and the simultaneous-implicit (SI) methods for integration are discussed.
The SI method is preferred in both research grade programs and industry
programs, since it can handle “stiff” equations very well. After explaining
the SI method consistent with our analytical development so far, we then
explain the equivalent but notationally different method, the well-known
EPRI-ETMSP (Extended Transient Midterm Stability Program) [70]. A
numerical example to illustrate the systematic computation of initial condi-
tions is presented.

7.1 Differential-Algebraic Model

We first rewrite the two-axis model of Section 6.4 in a form suitable for
simulation after neglecting the subtransient reactances and saturation. We
also neglect the turbine governor dynamics resulting in TMi being a con-
stant. The limit constraints on VRi are also deleted, since we wish to con-
centrate on modeling and simulation. We assume a linear damping term
TFWi = Di(ωi − ωs). The resulting differential-algebraic equations follow
from (6.196)–(6.209) for the m machine, n bus system with the IEEE-Type
I exciter as

155
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1. Differential Equations

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)Idi +Efdi i = 1, . . . ,m (7.1)

T ′
qoi

dE′
di

dt
= −E′

di + (Xqi −X ′
qi)Iqi i = 1, . . . ,m (7.2)

dδi
dt

= ωi − ωs i = 1, . . . ,m (7.3)

2Hi

ωs

dωi

dt
= TMi −E′

diIdi −E′
qiIqi − (X ′

qi −X ′
di)IdiIqi

−Di(ωi − ωs) i = 1, . . . ,m (7.4)

TEi
dEfdi

dt
= −(KEi + SEi(Efdi))Efdi + VRi i = 1, . . . ,m (7.5)

TFi
dRfi

dt
= −Rfi +

KFi

TFi
Efdi i = 1, . . . ,m (7.6)

TAi
dVRi

dt
= −VRi +KAiRfi −

KAiKFi

TFi
Efdi +KAi(Vrefi − Vi)

i = 1, . . . ,m. (7.7)

Equation (7.4) has dimensions of torque in per-unit. When the stator
transients were neglected, the electrical torque became equal to the
per-unit power associated with the internal voltage source.

2. Algebraic Equations The algebraic equations consist of the stator al-
gebraic equations and the network equations. The stator algebraic
equations directly follow from the dynamic equivalent circuit of Fig-
ure 6.5, which is reproduced in Figure 7.1. Application of Kirchhoff’s

+

–

RsijXÊ′di
( )IdiÊ+ÊjIqi  ej(δi–π/2) = IDi + jIQi

( )Vdi Ê+ÊjVqi  ej(δi–π/2)

 = V i e jθi = VDi  + jVQi

[E Ê′diÊ+Ê( )X Ê′qiÊ–ÊX Ê′di ÊIqi

]Ê +ÊjEÊ′qi  ej(δi
–π/2)

Figure 7.1: Synchronous machine two-axis model dynamic circuit (i =
1, . . . ,m)
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Voltage Law (KVL) to Figure 7.1 yields the stator algebraic equations:

(a) Stator algebraic equations

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π

2
)

−[E′
di + (X ′

qi −X ′
di)Iqi + jE′

qi]e
j(δi−π

2
)

i = 1, . . . ,m. (7.8)

(b) Network equations

The dynamic circuit, together with the static network and the loads, is
shown in Figure 7.2. The network equations written at the n buses are

m + 1

Network

I = Y  V

m n

1
RsijX Ê′di

( )IdiÊ+ÊjIqi  ej(δi–π/2) = IGi e
jγ

i = IDi + jIQi

PL,m+1 ( )Vm+1

 + jQL,m+1 ( )Vm+1

PL,n ( )Vn  + jQL,n
( )Vn

PL i ( )Vi  + jQL i( )Vi

Rsm jX ′dm

PL m

+ jQL m

  i

N

( )Vm

( )Vm

Figure 7.2: Interconnection of synchronous machine dynamic circuit and the
rest of the network

in complex form. From (6.208) and (6.209), these network equations
are

Generator Buses

Vie
jθi(Idi − jIqi)e

−j(δi−π
2
) + PLi(Vi) + jQLi(Vi) =

n∑

k=1

ViVkYike
j(θi−θk−∝ik)

i = 1, . . . ,m (7.9)
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Load Buses

PLi(Vi) + jQLi(Vi) =
n∑

k=1

ViVkYike
j(θi−θk−∝ik) i = m+ 1, . . . , n. (7.10)

In (7.9), Vie
jθi(Idi − jIqi)e

−j(δi−π/2) ∆
= PGi + jQGi is the complex power

“injected” into bus i due to the generator. Thus, (7.9) and (7.10) are only the
real and reactive power balance equation at all the n buses. Equation (7.9),
which constitutes the power balance equations at the generator buses, shows
the interaction of the algebraic variables and the state variables δi, E

′
qi, and

E′
di. We thus have

1. Seven differential equations (d.e.’s) for each machine, i.e., 7m d.e.’s
((7.1)–(7.7)).

2. One complex stator algebraic equation (7.8) (two real equations) for
each machine, i.e., 2m real equations.

3. One complex network equation (7.9) and (7.10) (two real equations)
at each network bus, i.e., 2n real equations.

We have 7m + 2m + 2n equations with x = [xt
1 . . . x

t
m]t as the state vector

where xi = [E′
qi E′

di δi ωi Efdi Rfi VRi]
t as the state vector for each

machine. y = [I t
d−q V t θt]t is the set of algebraic variables where

Id−q = [Id1 Iq1 . . . IdmIqm]t

V = [V1 . . . Vn]t, θ = [θ1 . . . θn]t, V = [V 1 . . . V n]t.

Functionally, therefore, the differential equations (7.1)–(7.7), together with
the stator algebraic equations (7.8) and the network equations (7.9)–(7.10),
form a set of differential-algebraic equations of the form

ẋ = f(x, y, u) (7.11)

0 = g(x, y) (7.12)

u = [ut
1 . . . u

t
m]t with ui = [ωs Tmi Vrefi]

t as the input vector for each
machine. We now formally put (7.1)–(7.10) in the form (7.11) and (7.12).
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7.2 Stator Algebraic Equations

There are several different ways of writing the stator algebraic equations (7.8)
as two real equations for computational purposes. The idea is to express Idi,
Iqi in terms of the state and network variables. Both the polar form and the
rectangular form will be explained.

7.2.1 Polar form

In this form, the network voltages appear in polar form. If we multiply (7.8)
by e−j(δi−π

2
) and equate the real and imaginary parts, we obtain

E′
di − Vi sin (δi − θi) −RsiIdi +X ′

qiIqi = 0 i = 1, . . . ,m (7.13)

E′
qi − Vi cos(δi − θi) −RsiIqi −X ′

diIdi = 0 i = 1, . . . ,m.(7.14)

We define
[

Rsi −X ′
qi

X ′
di Rsi

]

∆
= Zd−q,i.

Then, from (7.13) and (7.14):
[

Idi

Iqi

]

= [Zd−q,i]
−1

[

E′
di − Vi sin(δi − θi)

E′
qi − Vi cos(δi − θi)

]

i = 1, . . . ,m. (7.15)

Equations (7.13) and (7.14) are implicit in Idi, Iqi, whereas in (7.15) they
are expressed explicitly in terms of the state variables xi and the algebraic
variables Vi, θi. Thus

[

Idi

Iqi

]

= hpi(xi, Vi, θi) i = 1, . . . ,m. (7.16)

7.2.2 Rectangular form

This can be easily derived by recognizing the fact that

V i = VDi + jVQi = Vie
jθi = Vi cos θi + jVi sin θi. (7.17)

By expanding (7.13) and (7.14) and noting from (7.17) that VDi = Vi cos θi

and VQi = Vi sin θi, we obtain the implicit form in rectangular coordinates
as

E′
di − VDi sin δi + VQi cos δi −RsiIdi +X ′

qiIqi = 0 (7.18)

E′
qi − VDi cos δi − VQi sin δi −RsiIqi −X ′

diIdi = 0. (7.19)
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To obtain the explicit form, Idi, Iqi in (7.18) and (7.19) can be expressed
in terms of E ′

di, E
′
qi, δi, VDi, and VQi. Alternatively, the right-hand side of

(7.15) is expanded as
[

Idi

Iqi

]

= [Zd−q,i]
−1

[

E′
di

E′
qi

]

− [Zd−q,i]
−1

[

Vi(sin δi cos θi − cos δi sin θi)
Vi(cos δi cos θi + sin δi sin θi)

]

.

(7.20)

Using the fact from (7.17) that VDi = Vi cos θi and VQi = Vi sin θi, (7.20)
becomes
[

Idi

Iqi

]

= [Zd−q,i]
−1

[

E′
di

E′
qi

]

− [Zd−q,i]
−1

[

sin δi − cos δi
cos δi sin δi

] [

VDi

VQi

]

(7.21)

= hri(xi, VDi, VQi) i = 1, . . . ,m. (7.22)

Note that (7.21) can be obtained directly from (7.18) and (7.19). Symboli-
cally, (7.16) or (7.22) can be expressed for all machines as

Id−q = hp(x, V, θ) or hr(x, VD, VQ)

∆
= h(x, V ). (7.23)

7.2.3 Alternate form of stator algebraic equations

In much of the literature, a block diagram representation of stator equa-
tions is done through an “interface” block that reflects the machine–network
transformation. The machine–network transformation is given by

[

Fdi

Fqi

]

=

[

sin δi − cos δi
cos δi sin δi

] [

FDi

FQi

]

i = 1, . . . ,m (7.24)

and
[

FDi

FQi

]

=

[

sin δi cos δi
− cos δi sin δi

] [

Fdi

Fqi

]

i = 1, . . . ,m (7.25)

where F may be either I or V . Figure 7.3 is a graphical representation of
(7.24) and (7.25) illustrated for the voltage V i = Vie

jθi . Using (7.24) in
(7.21), we obtain

[

Idi

Iqi

]

= [Zd−q,i]
−1

[

E′
di − Vdi

E′
qi − Vqi

]

i = 1, . . . ,m (7.26)
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Q

VQi

Vdi

VDi
D

q

Vqi

d

Vi e jθi

δi

Figure 7.3: Graphical representation

Thus
[

E′
di − Vdi

E′
qi − Vqi

]

= [Zd−q,i]

[

Idi

Iqi

]

i = 1, . . . ,m (7.27)

The interface block in the block diagram in Figure 7.5 is now consistent with
(7.24), (7.25), and (7.26). Note that, in this formulation, algebraic equation
(7.26) or (7.27) is in machine reference only, whereas (7.24) and (7.25) act
as an “interface” between the machine and the network.

7.3 Network Equations

The network equations can be expressed either in power-balance or current-
balance form. The latter form is more popular with the industry software
packages. We discuss both of them now.

7.3.1 Power-balance form

The network equations for the generator buses (7.9) are separated into real
and imaginary parts for i = 1, . . . ,m

IdiVi sin (δi − θi) + IqiVi cos (δi − θi) + PLi(Vi)

−
n∑

k=1

ViVkYik cos (θi − θk− ∝ik) = 0 (7.28)
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IdiVi cos (δi − θi) − IqiVi sin (δi − θi) +QLi(Vi)

−
n∑

k=1

ViVkYik sin (θi − θk− ∝ik) = 0. (7.29)

For the load buses, a similiar procedure using (7.10) gives for i = m+1, . . . , n

PLi(Vi) −
n∑

k=1

ViVkYik cos(θi − θk− ∝ik) = 0 (7.30)

QLi(Vi) −
n∑

k=1

ViVkYik sin(θi − θk− ∝ik) = 0. (7.31)

Note that load can be present at the generator as well as at the load buses.
The network equations (7.28)–(7.31) can be rearranged so that the real power
equations appear first and the reactive power equations appear next, as
follows.

Real Power Equations

IdiVi sin(δi − θi) + IqiVi cos(δi − θi) + PLi(Vi)

−
n∑

k=1

ViVkYik cos(θi − θk− ∝ik) = 0 i = 1, . . . ,m(7.32)

PLi(Vi) −
n∑

k=1

ViVkYik cos(θi − θk− ∝ik) = 0 i = m+ 1, . . . , n.(7.33)

Reactive Power Equations

IdiVi cos(δi − θi) − IqiVi sin(δi − θi) +QLi(Vi)

−
n∑

k=1

ViVkYik sin(θi − θk− ∝ik) = 0 i = 1, . . . ,m(7.34)

QLi(Vi) −
n∑

k=1

ViVkYik sin(θi − θk− ∝ik) = 0i = m+ 1, . . . , n. (7.35)

Thus, the differential-algebraic equation (DAE) model is:
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1. The differential equations (7.1)–(7.7)

2. The stator algebraic equations of the form (7.23) in the polar form

3. The network equations (7.32)–(7.35) in the power-balance form

The differential-algebraic equations are now written symbolically as

ẋ = fo(x, Id−q, V , u) (7.36)

Id−q = h(x, V ) (7.37)

0 = go(x, Id−q, V ). (7.38)

Substitution of (7.37) into (7.36) and (7.38) gives

ẋ = f1(x, V , u) (7.39)

0 = g1(x, V ). (7.40)

Note that (7.40) is in the power-balance form. This is the differential-
algebraic equation (DAE) analytical model with the network algebraic vari-
ables in the polar form. We prefer this form, since in load-flow equations the
voltages are generally in polar form. Simplified forms of this model result
from the reduced-order model of the synchronous machine as well as the
exciter, which will be discussed later.

7.3.2 Current-balance form

Instead of the power-balance form of (7.32)–(7.35), one can have the current-
balance form, which is essentially the nodal set of equations

I = Y NV (7.41)

where Y N is the n× n bus admittance matrix of the network with elements
Y ik = Yike

j∝ik = Gik +jBik, I is the net injected current vector and V is the
bus voltage vector. Depending on how I is expressed, it can take different
forms, as discussed below. Equation (7.41) can also be derived from (7.9)–
(7.10) by dividing both sides of the equation by Vie

jθi and then taking the
complex conjugate as follows.

(Idi + jIqi)e
j(δi−π/2) +

PLi(Vi) − jQLi(Vi)

Vie−jθi
=

n∑

k=1

Yike
j∝ikVke

jθk

i = 1, . . . ,m (7.42)
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PLi(Vi) − jQLi(Vi)

Vie−jθi
=

n∑

k=1

Yike
j∝ikVke

jθki = m+ 1, . . . , n. (7.43)

These equations are the same as (6.83) and (6.84). Equations (7.42) and
(7.43) can be symbolically denoted in matrix form as

Io(Id−q, x, V ) = Y NV . (7.44)

The other algebraic equation is

Id−q = h(x, V ). (7.45)

Substitution of (7.45) in (7.36) and (7.44) leads to the DAE model

ẋ = f1(x, V , u)

I1(x, V ) = Y NV . (7.46)

Example 7.1

We illustrate the DAE models discussed in the previous sectionwith a nu-
merical example. We consider the popular Western System Coordinating
Council (WECC) 3-machine, 9-bus system [73] shown in Figure 7.4. This
is also the system appearing in [74] and widely used in the literature. The
base MVA is 100, and system frequency is 60 Hz. The converged load-flow
data obtained using the EPRI-IPFLOW program [75] is given in Table 7.1.

Table 7.1: Load-Flow Results of the WECC 3-Machine, 9-Bus System

Bus # Voltage (pu) PG QG −PL −QL

(pu) (pu) (pu) (pu)
1 (swing) 1.04 0.716 0.27 – –
2 (P-V) 1.025 6 9.3o 1.63 0.067 – –
3 (P-V) 1.025 6 4.7o 0.85 -0.109 – –
4 (P-Q) 1.026 6 − 2.2o – – – –
5 (”) 0.996 6 − 4.0o – – 1.25 0.5
6 (”) 1.013 6 − 3.7o – – 0.9 0.3
7 (”) 1.026 6 3.7o – – – –
8 (”) 1.016 6 0.7o – – 1.00 0.35
9 (”) 1.032 6 2.0o – – – –
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~ ~

~

Gen 2
18.0 KV
1.025 pu

Gen 2
230 KV

Station C
230 KV

Gen 3
230 KV

Gen 3
13.8 KV
1.025 pu

163 MW Tap  = 18.0
230

Z = j0.0625

Y = 0.+j0.0

Y = 0.+ j0.0745
Z = 0.0085+j0.072 Z = 0.0119+j0.1008

Y = 0.+j0.1045

Tap  = 13.8
230

Z = j0.0586
Y = 0.+j0.0

85 MW

Station A
230 KV

Station B
230 KV

90 MW
30 MVAR

125 MW
50 MVAR

Y = 0.+j0.088
Z = 0.01+j0.085

Y = 0.+j0.079
Z = 0.017+j0.092

Gen 1
230 KV

Gen 1
16.5 KV
1.04 pu

Tap = 16.5
230

Z = 0.+ j0.0576

Y = 0.+j0.0

Slack Bus

Y = 0.+j0.153
Z = 0.032+j0.161

Z = 0.039+j0.17

Y = 0.+j0.179

À

Á Â

Ã
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Æ Ç È

100 MW
35 MVAR

Figure 7.4: WECC 3-machine, 9-bus system; the value of Y is half the
line charging (Copyright 1977. Electric Power Research Institute. EPRI
EL-0484. Power System Dynamic Analysis, Phase I. Reprinted with Per-
mission.)

The Y bus for the network (also denoted as Y N ) can be written by in-
spection from Figure 7.4 and is shown in Table 7.2. The machine data and
the exciter data are given in Table 7.3. The exciter is assumed to be identical

for all the machines and is of the IEEE-Type I. Define 2Hi

ωs

∆
= Mi. Assume

that D1
M1

= 0.1, D2
M2

= 0.2, and D3
M3

= 0.3 (all in pu).
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Table 7.2: Y N for the Network in Figure 7.4
















1 2 3 4 5 6 7 8 9

1 −j17.361 0 0 j17.361 0 0 0 0 0
2 0 −j16 0 0 0 0 j16 0 0
3 0 0 −j17.065 0 0 0 0 0 j17.065
4 j17.361 0 0 3.307 −1.365 −1.942 0 0 0

−j39.309 +j11.604 +j10.511
5 0 0 0 −1.365 2.553 0 −1.188 0 0

+j11.604 −j17.338 +j5.975
6 0 0 0 −1.942 0 3.224 0 0 −1.282

+j10.511 −j15.841 +j5.588
7 0 j16 0 0 −1.188 0 2.805 −1.617 0

+j5.975 −j35.4460 +j13.698
8 0 0 0 0 0 0 −1.617 2.772 −1.155

+j13.698 −j23.303 +j9.784
9 0 0 j17.065 0 0 −1.282 0 −1.155 2.437

+j5.588 +j9.784 −j32.1540
















The differential equations corresponding to (7.1)–(7.7) are















Ė′
qi

Ė′
di

δ̇i
ω̇i

Ėfdi

Ṙfi

V̇Ri















= [Ai]















E′
qi

E′
di

δi
ωi

Efdi

Rfi

VRi















+Ri(E
′
qi, E

′
di, Efdi, Idi, Iqi, Vi) + Ciui

i = 1, 2, 3

(7.47)

where

Ai =

















−1
T ′

doi

0 0 0 1
T ′

doi

0 0

0 −1
T ′

qoi
0 0 0 0 0

0 0 0 1 0 0 0

0 0 0 −Di

Mi
0 0 0

0 0 0 0 −KEi

TEi
0 1

TEi

0 0 0 0 KFi

T 2
Fi

−1
TFi

0

0 0 0 0 −KAiKFi

TAiTFi

KAi

TAi

−1
TAi

















i = 1, 2, 3 (7.48)
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Table 7.3: Machine and Exciter Data

Machine Data
Parameters M/C 1 M/C 2 M/C 3

H(secs) 23.64 6.4 3.01
Xd(pu) 0.146 0.8958 1.3125
X ′

d(pu) 0.0608 0.1198 0.1813
Xq(pu) 0.0969 0.8645 1.2578
X ′

q(pu) 0.0969 0.1969 0.25
T ′

do(sec) 8.96 6.0 5.89
T ′

qo(sec) 0.31 0.535 0.6
Exciter Data
Parameters Exciter 1 Exciter 2 Exciter 3

KA 20 20 20
TA(sec) 0.2 0.2 0.2
KE 1.0 1.0 1.0

TE(sec) 0.314 0.314 0.314
KF 0.063 0.063 0.063

TF (sec) 0.35 0.35 0.35

SEi(Efdi) = 0.0039e1.555Efdi i = 1, 2, 3

Ri =


















−(Xdi−X′
di

)Idi

T ′
doi

(Xqi−X′
qi

)Iqi

T ′
qoi

0
−ωs

2Hi
[(E′

diIdi +E′
qiIqi) + (X ′

qi −X ′
di)IdiIqi]

−SEi(Efdi)
TEi

0
−KAi

TAi
Vi


















Ci =















0 0 0
0 0 0
−1 0 0
Di

Mi

1
Mi

0

0 0 0
0 0 0

0 0 KAi

TAi















ui =






ωs

TMi

Vrefi




 i = 1, 2, 3. (7.49)
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Substituting the numerical values, we obtain

A1 =















−0.112 0 0 0 0.112 0 0
0 −3.226 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 −0.1 0 0 0
0 0 0 0 −3.185 0 3.185
0 0 0 0 0.514 −2.86 0
0 0 0 0 −18 100 −5















A2 =















−0.167 0 0 0 0.167 0 0
0 −1.87 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 −0.2 0 0 0
0 0 0 0 −3.185 0 3.185
0 0 0 0 0.514 −2.86 0
0 0 0 0 −18 100 −5















A3 =















−0.17 0 0 0 0.17 0 0
0 −1.67 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 −0.3 0 0 0
0 0 0 0 −3.185 0 3.185
0 0 0 0 0.514 −2.86 0
0 0 0 0 −18 100 −5















(7.50)

R1 =

















−0.0095Id1

0
0

−8(E′
d1Id1 +E′

q1Iq1)

−0.29Id1Iq1
−0.0124e1.555Efd1

0
−100V1

















, R2 =

















−0.13Id2

1.25Iq2
0

−29.5(E′
d2Id2 +E′

q2Iq2)

−2.27Id2Iq2
−0.0124e1.555Efd2

0
−100V2

















,
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R3 =

















−0.19Id3

1.7Iq3
0

−62.6(E′
d3Id3 +E′

q3Iq3)

−4.3Id3Iq3
−0.0124e1.555Efd3

0
−100V3

















(7.51)

C1 =















0 0 0
0 0 0
−1 0 0
0.1 8 0
0 0 0
0 0 0
0 0 100















, C2 =















0 0 0
0 0 0
−1 0 0
0.2 29.5 0
0 0 0
0 0 0
0 0 100















,

C3 =















0 0 0
0 0 0
−1 0 0
0.3 62.6 0
0 0 0
0 0 0
0 0 100















. (7.52)

The stator algebraic equations corresponding to (7.13) and (7.14) (assuming
Rsi ≡ 0) are

E′
d1 − V1 sin(δ1 − θ1) + 0.0969Iq1 = 0

E′
q1 − V1 cos(δ1 − θ1) − 0.0608Id1 = 0

E′
d2 − V2 sin(δ2 − θ2) + 0.1969Iq2 = 0

E′
q2 − V2 cos(δ2 − θ2) − 0.1198Id2 = 0

E′
d3 − V3 sin(δ3 − θ3) + 0.2500Iq3 = 0

E′
q3 − V3 cos(δ3 − θ3) − 0.1813Id3 = 0. (7.53)

The network equations are (with the notation θij = θi − θj) as follows. The
constant power loads are treated as injected into the buses.
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Real Power Equations

Id1V1 sin(δ1 − θ1) + Iq1V1 cos(δ1 − θ1)

− 17.36V1V4 sin θ14 = 0

Id2V2 sin(δ2 − θ2) + Iq2V2 cos(δ2 − θ2)

− 16.00V2V7 sin θ27 = 0

Id3V3 sin(δ3 − θ3) + Iq3V3 cos(δ3 − θ3)

− 17.06V3V9 sin θ39 = 0

−17.36V4V1 sin θ41 − 3.31V 2
4 + 1.36V4V5 cos θ45 − 11.6V4V5 sin θ45

+ 1.942V4V6 cos θ46 − 10.51V4V6 sin θ46 = 0

−1.25 + 1.36V5V4 cos θ54 − 11.6V5V4 sin θ54 + 1.19V5V7 cos θ57

− 5.97V5V7 sin θ57 − 2.55V 2
5 = 0

−0.9 + 1.94V6V4 cos θ64 − 10.51V6V4 sin θ64 − 3.22V 2
6

+ 1.28V6V9 cos θ69 − 5.59V6V9 sin θ69 = 0

−16V7V2 sin θ72 + 1.19V7V5 cos θ75 − 5.98V7V5 sin θ75

− 2.8V 2
7 + 1.62V7V8 cos θ78

− 13.7V7V8 sin θ78 = 0

−1 + 1.62V8V7 cos θ87 − 13.7V8V7 sin θ87 − 2.77V 2
8

+ 1.16V8V9 cos θ89 − 9.8V8V9 sin θ89 = 0

−17.065V9V3 sin θ93 + 1.28V9V6 cos θ96 − 5.59V9V6 sin θ96

+ 1.15V9V8 cos θ98 − 9.78V9V8 sin θ98

− 2.4V 2
9 = 0. (7.54)

Reactive Power Equations

Id1V1 cos(δ1 − θ1) − Iq1V1 sin(δ1 − θ1)

+ 17.36V1V4 cos θ14 − 17.36V 2
1 = 0

Id2V2 cos(δ2 − θ2) − Iq2V2 sin(δ2 − θ2)

+ 16V2V7 cos θ27 − 16V 2
2 = 0

Id3V3 cos(δ3 − θ3) − Iq3V3 sin(δ3 − θ3)

+ 17.07V3V9 cos θ39 − 17.07V 2
3 = 0

17.36V4V1 cos θ41 − 39.3V 2
4 + 1.36V4V5 sin θ45

+ 11.6V4V5 cos θ45 + 1.94V4V6 sin θ46
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+ 10.52V4V6 cos θ46 = 0

−0.5 + 1.37V5V4 sin θ54 + 11.6V5V4 cos θ54 − 17.34V 2
5

+ 1.19V5V7 sin θ57 + 5.98V5V7 cos θ57 = 0

−0.3 + 1.94V6V4 sin θ64 + 10.51V6V4 cos θ64 − 15.84V 2
6

+ 1.28V6V9 sin θ69 + 5.59V6V9 cos θ69 = 0

16V7V2 cos θ72 + 1.19V7V5 sin θ75 + 5.98V7V5 cos θ75

− 35.45V 2
7 + 1.62V7V8 sin θ78 + 13.67V7V8 cos θ78 = 0

−0.35 + 1.62V8V7 sin θ87 + 13.67V8V7 cos θ87 − 23.3V 2
8 + 1.15V8V9 sin θ89

+ 9.78V8V9 cos θ89 = 0

17.065V9V3 cos θ93 + 1.28V9V6 sin θ96 + 5.59V9V6 cos θ96

+ 1.16V9V8 sin θ98 + 9.78V9V8 cos θ98 − 32.15V 2
9 = 0.

(7.55)

It is easy to solve (7.53) for Idi, Iqi(i = 1, 2, 3), substitute them in (7.47) and
(7.54)–(7.55), and obtain the equations ẋ = f1(x, V , u) and 0 = g1(x, V ).
This is left as an exercise for the reader. 2

Example 7.2

In this example, we put the DAE model with the network equations in the
current-balance form.

The differential equations (7.47) and the stator algebraic equations (7.53)
are unchanged. The network equations are

Io(Id−q, x, V ) = Y NV (7.56)

where

Io(Id−q, x, V ) =




















(Id1 + jIq1)e
j(δ1−π/2)

(Id2 + jIq2)e
j(δ2−π/2)

(Id3 + jIq3)e
j(δ3−π/2)

0 + j0

(−1.25 + j0.5)/V
∗
5

(−0.9 + j0.3)/V
∗
6

0 + j0

(−1 + j0.35)/V
∗
8

0 + j0




















. (7.57)

It is an easy exercise to substitute Id−q from (7.53) in (7.57) to obtain the
network equations for the form I1(x, V ) = Y NV . 2
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7.4 Industry Model

We now present an equivalent but alternative formulation that is used widely
in commercial power system simulation packages [72]. The principal differ-
ence is in terms of suitably rearranging the equations from a programming
point of view. This will be referred to as the industry model. From (7.15)
we have

[

Idi

Iqi

]

= [Zd−q,i]
−1

[

E′
di − Vi sin(δi − θi)

E′
qi − Vi cos(δi − θi)

]

i = 1, . . . ,m. (7.58)

Also from (7.21):

[

Idi

Iqi

]

= [Zd−q,i]
−1

[

E′
di

E′
qi

]

− [Zd−q,i]
−1

[

sin δi − cos δi
cos δi sin δi

] [

VDi

VQi

]

i = 1, . . . ,m. (7.59)

Hence, Idi, Iqi are functions of either (E ′
di, E

′
qi, δi, Vi, θi) or (E′

di, E
′
qi, δi, VDi, VQi).

For ease in programming, the electric power output of machine i in (7.4) is
defined as

Pei
∆
= E′

diIdi +E′
qiIqi + (X ′

qi −X ′
di)IdiIqi

= Pepi(E
′
di, E

′
qi, δi, Vi, θi)orPeri(E

′
di, E

′
qi, δi, VDi, VQi) (7.60)

if we substitute for Idi and Iqi from (7.58) or (7.59). The terminal voltage
Vi is

Vi =
√

V 2
Di + V 2

Qi =
√

V 2
di + V 2

qi. (7.61)

We define two vectors

E
∆
= [E′

d1E
′
q1 . . . E

′
dmE

′
qmδ1 . . . δm]t (7.62)

and

W
∆
= [Id1Iq1 . . . IdmIqmPe1 . . . PemV1 . . . Vm]t. (7.63)

E is a subset of the state vector x and W is a vector of algebraic variables.
With these definitions, we can express the differential equations (7.1)–(7.7)
as

ẋ = F (x,W, u). (7.64)
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The stator algebraic equations (7.58) or (7.59), together with (7.60) and
(7.61), are expressed as

W = G(E, V ) (7.65)

The network equations from (7.46) are

I2(E, V ) = Y NV (7.66)

since E is a subset of the vector x. Thus, assembling (7.64), (7.65), and
(7.66) results in

ẋ = F (x,W, u) (7.67)

W = G(E, V ) (7.68)

I2(E, V ) = Y NV . (7.69)

Equation (7.67) has the structure

ẋ = A(x)x+BW + Cu (7.70)

The only dependency of A(x) on x comes through the saturation function in
the exciter. A(x), B, and C are matrices having a block structure with each
block belonging to a machine. G contains the stator algebraic equations and
intermediate equations for Pei and Vi in terms of (E, V ). This formulation is
easy to program. Alternatively, we can substitute (7.68) in (7.67) to obtain

ẋ = f1(x, V , u)

I1(x, V ) = Y NV (7.71)

which is precisely equal to (7.46).

The DAE model with the network equations in the current-balance form
is the preferred industry model, since the network-admittance matrix has
to be refactored only if there is a network change. Otherwise, the initial
factorization will remain. The DAE model with network equations in power–
balance form (discussed in Section 7.3.1) has the advantage that the Jacobian
of the network equations contains the power flow Jacobian, a fact useful in
small-signal analysis and voltage collapse studies, as discussed in Chapter 8.

Equations (7.67)–(7.69) can be interpreted as a block diagram, as shown
in Figure 7.5.
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Pressure
Control

Supply
Control

Speed
Control

Voltage
Control

Network
Control

Load
Control

Mechanical Electrical

Fuel Steam Torque v, i

Fuel
Source

Furnace
&

Boiler
Turbine Generator Network Loads

Energy
Control
Center

P, Q

Figure 7.5: Block diagram conceptualization of (7.67)–(7.69)

Example 7.3

We will express the 3-machine system in Example 7.1 in the form of (7.67)–
(7.69). Thus (7.67)–(7.68) become






ẋ1

ẋ2

ẋ3




 =






A1 0 0
0 A2 0
0 0 A3











x1

x2

x3




+






B1 0 0
0 B2 0
0 0 B3











W1

W2

W3




+ Cu

(7.72)
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where

Ai =

















−1
T ′

doi

0 0 0 1
T ′

doi

0 0

0 −1
T ′

qoi
0 0 0 0 0

0 0 0 1 0 0 0

0 0 0 −Di

Mi
0 0 0

0 0 0 0
−(KEi+SEi(Efdi))

TEi
0 1

TEi

0 0 0 0 KFi

T 2
Fi

−1
TFi

0

0 0 0 0 −KAiKFi

TFiTAi

KAi

TAi

−1
TAi

















i = 1, 2, 3

(7.73)

Bi =

















−(Xdi−X′
di

)

T ′
doi

0 0 0

0
(Xqi−X′

qi)

T ′
qoi

0 0

0 0 0 0
0 0 −1

Mi
0

0 0 0 0
0 0 0 0

0 0 0 −KAi

TAi

















i = 1, 2, 3

Wi =








Idi

Iqi

Pei

Vi








i = 1, 2, 3. (7.74)

C is Diag(Ci) and u = Diag(ui), where Ci and ui are given by (7.49). The
stator algebraic equations and the intermediate equations corresponding to
(7.68) are

Wi =









[Zd−q,i]
−1

[

E′
di

E′
qi

]

− [Zd−q,i]
−1

[

sin δi − cos δi
cos δi sin δi

] [

VDi

VQi

]

E′
diIdi +E′

qiIqi + (X ′
qi −X ′

di)IdiIqi
√

V 2
Di + V 2

Qi









i = 1, 2, 3. (7.75)

If Idi and Iqi in Pei are expressed from the first two equations, then Wi =
Gi(Ei, V i). A similar substitution for Idi, Iqi in (7.56) and (7.57) leads to

I1(x, V ) = Y NV . (7.76)
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Substitution of numerical values in the above equations is trivial, and is left
as an exercise for the reader. 2

Before we discuss the important issue of initial condition computation,
we consider two simplifications that yield models far simpler than the two-
axis model. They are also amenable to a network theoretic approach. Using
these simplifications, we develop later (1) the structure-preserving flux-decay
model, (2) the structure-preserving classical model, and (3) the internal node
model using the classical machine model and constant impedance loads.
Both (1) and (2) can have nonlinear load representations.

7.5 Simplification of the Two-Axis Model

Two simplifications can be made in the two-axis model—one regarding X ′
d

and X ′
q, and the other regarding the nature of loads. These can be done

independently or together, resulting in simplified models.

Simplification #1 (neglecting transient saliency in the synchro-
nous machine)

Transient saliency corresponds to different values of X ′
di and X ′

qi. If X ′
qi =

X ′
di, then the stator algebraic equation (7.8) is simplified as

0 = Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π/2)

−(E′
di + jE′

qi)e
j(δi−π/2). (7.77)

The equivalent circuit for machine i is shown in Figure 7.6.

+

–

RsijX Ê′di ( )IdiÊ+ÊjIqi  ej(δi –π/2)

Vi  ejθ i(EÊ′diÊ+ÊjE )Ê′qi  ej(δi –π/2)

Figure 7.6: Equivalent circuit with X ′
di = X ′

qi



7.5. SIMPLIFICATION OF THE TWO-AXIS MODEL 177

The machine–network transformation gives

(E′
di + jE′

qi)e
j(δi−π/2) = E′

Di + jE′
Qi (7.78)

(Idi + jIqi)e
j(δi−π/2) = IDi + jIQi. (7.79)

Thus, with all the quantities in the synchronous reference frame, we have
the equivalent circuit shown in Figure 7.7. Writing the KVL equation for

+

–

RsijX Ê′di IDiÊ+ÊjIQi

( )EÊ ′ Ê+ÊjE Ê′QiDi Vi e
jθi

Figure 7.7: Equivalent circuit (all quantities in network reference frame)

Figure 7.7, we get (E ′
Di + jE′

Qi) = (Rsi + jX ′
di)(IDi + jIQi) + Vie

jθi , which
is equivalent to (7.77).

In the differential equations, the expression for electric power Pei given
by (7.60) is simplified as

Pei = E′
diIdi +E′

qiIqi. (7.80)

It can be verified that the right-hand side of (7.80) is also equal to E ′
DiIDi +

E′
QiIQi by taking the complex conjugate of (7.79), multiplying it by (7.78),

and equating the real part.

This assumption ofX ′
di = X ′

qi is often called “neglecting transient saliency.”
The advantage is that, in the equivalent circuit, all variables are in the net-
work reference frame, and it is particularly useful in the current-balance
form of Section 7.3.2. In (7.46), the algebraic equations that are equivalent
to (7.42) and (7.43) can be directly expressed in terms of IDi, IQi, and V i

using (Idi + jIqi)e
j(δi−π/2) = IDi + jIQi.



178 CHAPTER 7. MULTIMACHINE SIMULATION

Simplification #2 (constant impedance load in the transmission
system)

Here, the loads are assumed to be of the constant impedance type, i.e.,

PLi(Vi) = kP2iV
2
i (7.81)

QLi(Vi) = kQ2iV
2
i . (7.82)

Then

PLi(Vi) + jQLi(Vi) = (kP2i + jkQ2i)V
2
i . (7.83)

Since (PLi + jQLi) = V iI
∗
Li, where ILi is the injected current,

V iI
∗
Li = V 2

i (kP2i + jkQ2i). (7.84)

But V 2
i = V iV

∗
i and conjugating (7.84), we obtain

(kP2i − jkQ2i) =
ILi

V i
= −yii. (7.85)

Because of the orientation of V i and ILi, there is a negative sign in front
of the load admittance yii in (7.85). From Figure 7.8, we can verify that

+

–

yiiVi

ILi = ILDi + jILQi

Figure 7.8: Load admittance representation

PLi(Vi) − jQLi(Vi)

V
∗
i

= ILi = −yiiV i. (7.86)
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Hence

yii = −(PLi(Vi) − jQLi(Vi))

V 2
i

.

This is consistent with the fact that PLi and QLi are injected loads. yii is the
complex admittance due to the loads. Since (Idi+jIqi)e

j(δi−π/2) = IDi+jIQi
,

for i = 1, . . . ,m and using (7.86), the network equations (7.42) and (7.43)
become

(IDi + jIQi) =
n∑

k=1

Vke
jθkYike

j∝ik + yiiVie
jθi i = 1, . . . ,m (7.87)

0 =
n∑

k=1

Vke
jθkYike

j∝ik + yiiVie
jθi i = m+ 1, . . . , n

i.e.,

IDi + jIQi =
n∑

k=1

Vke
jθkY ′

ike
j∝′

ik i = 1, . . . ,m

0 =
n∑

k=1

Vke
jθkY ′

ike
j∝′

ik i = m+ 1, . . . , n (7.88)

where

Y ′
ike

j∝′
ik = Yike

j∝ik i 6= k

Y ′
iie

j∝′
ii = Yiie

j∝ii + yii.

Equation (7.88) can be written as














I1
...
Im

0
...
0














=
[

Y
′]










V 1
...
...
V n










(7.89)
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where I1, . . . , Im are the complex injected generator currents at the generator
buses. Let the modified Y bus denoted as Y

′
be partitioned as

[Y
′
] =






m | n−m

m Y 1 | Y 2

− − −
n−m Y 3 | Y 4




. (7.90)

Since there are no injections at buses m + 1, . . . , n, we can eliminate them
to get






I1
...
Im




 = [Y red]






V 1
...
V m




 (7.91)

where Y red = (Y 1 − Y 2Y
−1
4 Y 3).

Note that we can make either or both of the above two simplifications. If
we make only the constant impedance approximation, then we can obtain a
passive reduced network, as in Figure 7.9, but the source will be a dependent

1

m

2

Y red
••••••

jXd1′ R1

R2

jXdm′
′E1 ′E2

Em′

Rm

jXd2′

Figure 7.9: Network reduced at generator nodes and X ′
di = X ′

qi

one, as in Figure 7.1. On the other hand, if we make the assumption X ′
di =

X ′
qi only, then we obtain the source representation, as in Figure 7.9, but

the network equations will remain in (7.42) and (7.43). If we make both
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assumptions, then we obtain a passive reduced network, as in Figure 7.9,
and the voltage E

′
i = E′

Di + jE′
Qi.

Example 7.4

Based on the load-flow results in Table 7.1, convert the loads as constant
admittances, and then obtain a Y red representation (all in pu).

Solution

Note that the load specified in Table 7.1 is the negative of the injected load.
Hence, at buses 5, 6, and 8, yii is given by

y55 = 1.25−j0.5
(0.9956)2 = 1.26 − j0.504,

y66 = 0.9−j0.3
(1.013)2 = 0.877 − j0.292

y88 = 1−j0.35
(1.016)2

= 0.969 − j0.339.

These elements are now added to the Y 55, Y 66, and Y 88 elements of the

Y bus matrix in Table 7.2, resulting in Y
′
as

Y
′

=
















1 2 3 4 5 6 7 8 9

1 −j17.361 0 0 j17.361 0 0 0 0 0
2 0 −j16 0 0 0 0 j16 0 0
3 0 0 −j17.065 0 0 0 0 0 j17.065
4 j17.361 0 0 (3.3074 (−1.3652 (−1.9422 0 0 0

−j39.3089) +j11.604) +j10.5107)
5 0 0 0 (−1.365 (3.814 0 (−1.188 0 0

+j11.604) −j17.842) +j5.975)
6 0 0 0 (−1.942 0 (4.102 0 0 (−1.282

+j10.511) −j16.133) +j5.588)
7 0 j16 0 0 (−1.188 0 (2.805 (−1.617 0

+j5.975) −j35.464) +j13.698)
8 0 0 0 0 0 0 (−1.617 (3.741 (−1.155

+j13.698) −j23.642) +j9.784)
9 0 0 j17.065 0 0 (−1.282 0 (−1.155 (2.437

+j5.588) +j9.784) −j32.154)
















.

Y red is obtained by eliminating the buses 4 to 9 from Y
′
. The resulting

Y red is given by

Y red =






1.105 − j4.695 0.096 + j2.253 0.004 + j2.275
0.096 + j2.257 0.735 − j5.114 0.123 + j2.826
0.004 + j2.275 0.123 + j2.826 0.721 − j5.023




 .

With this simplification, we have I = Y redV . 2
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7.6 Initial Conditions (Full Model)

The initial conditions of the state variables for the model in Section 7.1 are
computed by systematically solving the load-flow equations of the network
first, and then computing the other algebraic and state variables. The load-
flow equations are part of the network equations, as shown below.

Load-Flow Formulation

We now revert to the formulation of the network equations that were written
as real and reactive power-balance equations at the nodes, i.e., (7.32)–(7.35).
We reproduce them below by writing real power equations first, followed by
the reactive power equations

IdiVi sin(δi − θi) + IqiVi cos(δi − θi) + PLi(Vi)

−
n∑

k=1

ViVkYik cos(θi − θk− ∝ik) = 0 i = 1, . . . ,m(7.92)

PLi(Vi) −
n∑

k=1

ViVkYik cos(θi − θk− ∝ik) = 0 i = m+ 1, . . . , n (7.93)

IdiVi cos(δi − θi) − IqiVi sin(δi − θi) +QLi(Vi)

−
n∑

k=1

ViVkYik sin(θi − θk− ∝ik) = 0 i = 1, . . . ,m (7.94)

QLi(Vi) −
n∑

k=1

ViVkYik sin(θi − θk− ∝ik) = 0 i = m+ 1, . . . , n. (7.95)

It follows from the dynamic circuit in Figure 7.10 that

PGi + jQGi = V iI
∗
Gi = Vie

jθi(Idi − jIqi)e
−j(δi−π/2)

= Vi(cos θi + j sin θi)(Idi − jIqi)(sin δi + j cos δi). (7.96)

Now we equate the real and imaginary parts along with the use of trigono-
metric identities. It can be shown from (7.96) that

PGi = IdiVi sin(δi − θi) + IqiVi cos(δi − θi) (7.97)
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and

QGi = IdiVi cos(δi − θi) − IqiVi sin(δi − θi) (7.98)

IGi
∆
= IGie

jγi = (Idi + jIqi)e
j(δi−π/2) (7.99)

is the injected generator current at the generator bus in the synchronous
reference frame. Figure 7.10 explains the equations at the generator bus.

IGi = ( )Idi +ÊjIqi  e j(δ i–π/2)

jX ′ R

[EÊ′diÊ+Ê( )X Ê′qiÊ–ÊX Ê′di ÊIqi

]Ê+ÊjE Ê′qi  ej(δÊi–π/2)

+

–

V  e
jθi

di si

P    (V )
  + j Q

Li
Li

i
(V )i i

+

–

Figure 7.10: Synchronous machine dynamic circuit

We further define net injected power at a bus as

Pi(δi, Idi, Iqi, Vi, θi) + jQi(δi, Idi, Iqi, Vi, θi) =

(PGi + PLi(Vi)) + j(QGi +QLi(Vi)) i = 1, . . . ,m. (7.100)

Thus, the power-balance equations at the buses 1, . . . , n are

Pi(δi, Idi, Iqi, Vi, θi) =
n∑

k=1

ViVkYik cos(θi − θk− ∝ik)

i = 1, . . . ,m (7.101)

PLi(Vi) =
n∑

k=1

ViVkYik cos(θi − θk− ∝ik)

i = m+ 1, . . . , n (7.102)
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Qi(δi, Idi, Iqi, Vi, θi) =
n∑

k=1

ViVkYik sin(θi − θk− ∝ik)

i = 1, . . . ,m (7.103)

QLi(Vi) =
n∑

k=1

ViVkYik sin(θi − θk− ∝ik)

i = m+ 1, . . . , n. (7.104)

Standard Load Flow

Load flow has been the traditional mechanism for computing a proposed
steady-state operating point. We now define standard load flow as follows,
using (7.101)–(7.104). Loads are of the constant power type.

1. Specify bus voltage magnitudes numbered 1 to m.

2. Specify bus voltage angle at bus number 1 (slack bus).

3. Specify net injected real power Pi at buses numbered 2 to m.

4. Specify load powers PLi and QLi at buses numbered m+ 1 to n.

The following equations result from (7.101), (7.102), and (7.104) chosen
according to criteria (3) and (4). These are known as the load-flow equations.
Thus, we have

0 = −Pi +
n∑

k=1

ViVkYik cos(θi − θk− ∝ik)
i=2,...,m

(PV buses) (7.105)

0 = −PLi +
n∑

k=1

ViVkYik cos(θi − θk− ∝ik)
i=m+1,...,n

(PQ buses) (7.106)

0 = −QLi +
n∑

k=1

ViVkYik sin(θi − θk− ∝ik)
i=m+1,...,n

(PQ buses) (7.107)

where Pi(i = 2, . . . ,m), Vi(i = 1, . . . ,m), PLi(i = m + 1, . . . , n), QLi(i =
m+ 1, . . . , n), and θ1 are specified numbers. The standard load flow solves
(7.105)–(7.107) for θ2, . . . , θn, Vm+1, . . . , Vn. After the load-flow solution, we
compute the net injected powers at the slack bus and the net injected reactive
power at the generator buses as

P1 + jQ1 =
n∑

k=1

V1VkY1ke
j(θ1−θk−∝1k) (7.108)
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Qi =
n∑

k=1

ViVkYik sin(θi − θk− ∝ik) i = 2, . . . ,m.(7.109)

The generator powers are given by PG1 = P1 −PL1 and QGi = Qi −QLi(i =
1, . . . ,m). This standard load flow has many variations, including the addi-
tion of other devices such as tap-changing-under-load (TCUL) transformers,
switching VAR sources, HVDC converters, and nonlinear load representa-
tion. It can also include inequality constraints on quantities such as QGi at
the generators, and can also have more than one slack bus. For details, refer
to [15, 16, 18].

One important point about load flow should be emphasized. Load flow
is normally used to evaluate operation at a specific load level (specified by
a given set of powers). For a specified load and generation schedule, the
solution is independent of the actual load model. That is, it is certainly
possible to evaluate the voltage at a constant impedance load for a specific
case where that impedance load consumes a specific amount of power. Thus,
the use of “constant power” in load-flow analysis does not require or even
imply that the load is truly a constant power device. It merely gives the
voltage at the buses when the loads (any type) consume a specific amount
of power. The load characteristic is important when the analyst wants to
study the system in response to a change, such as contingency analysis or
dynamic analysis. For these purposes, standard load flow is computed on
the basis of constant PQ loads and usually provides the “initial conditions”
for the dynamic system.

Initial Conditions for Dynamic Analysis

We use the model in the power-balance form from (7.36)–(7.38)

ẋ = fo(x, Id−q, V , u) (7.110)

Id−q = h(x, V ) (7.111)

0 = go(x, Id−q, V ). (7.112)

It is necessary to compute the initial values of all the dynamic states and
the fixed inputs TMi and Vrefi(i = 1, . . . ,m). In power system dynamic
analysis, the fixed inputs and initial conditions are normally found from a
base case load-flow solution. That is, the values of Vrefi are computed such
that the m generator voltages are as specified in the load flow. The values of
TMi are computed such that the m generator real power outputs PGi are as
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specified and computed in the load flow for rated speed ωs. To see how this
is done, we assume that a load-flow solution (as defined in previous section)
has been found, i.e., solution of (7.105)–(7.107). The first step in computing
the initial conditions is normally the calculation of generator currents from
(7.96), as IGi = IGie

jγi = (PGi − jQGi)/V
∗
i .

Step 1: Since PGi = Pi − PLi and QGi = Qi −QLi:

IGie
jγi = ((Pi − PLi) − j(Qi −QLi))/(Vie

−jθi), i = 1, . . . ,m. (7.113)

This current is in the network reference frame and is equal to (Idi + jIqi)
ej(δi−π/2).

In steady state, all the derivatives are zero in the differential equations
(7.1)–(7.7). The first step is to calculate the rotor angles δi at all the ma-
chines. We use the complex stator algebraic equation (7.8) and the algebraic
equation obtained from (7.2) by setting Ėdi = 0. From the latter, we obtain

E′
di = (Xqi −X ′

qi)Iqi i = 1, . . . ,m. (7.114)

Substitution of (7.114) in (7.8) results in

Vie
jθi + (Rsi + jX ′

di)(Idi + jIqi)e
j(δi−π/2)

− [(Xqi −X ′
qi)Iqi + (X ′

qi −X ′
di)Iqi + jE′

qi]e
j(δi−π/2) = 0

i = 1, . . . ,m (7.115)

i.e.,

Vie
jθi + Rsi(Idi + jIqi)e

j(δi−π/2)

+ jX ′
di(Idi + jIqi)e

j(δi−π/2)

− [(Xqi −X ′
di)Iqi + jE′

qi]e
j(δi−π/2) = 0 i = 1, . . . ,m (7.116)

i.e.,

Vie
jθi + Rsi(Idi + jIqi)e

j(δi−π/2)

+ jX ′
diIdie

j(δi−π/2) −XqiIqie
j(δi−π/2)

− jE′
qie

j(δi−π/2) = 0, i = 1, . . . ,m. (7.117)

Adding and subtracting jXqiIdie
j(δi−π/2) from the left-hand side of (7.117)

results in

Vie
jθi + (Rsi + jXqi)(Idi + jIqi)e

j(δi−π/2)

− j[(Xqi −X ′
di)Idi +E′

qi]e
j(δi−π/2) = 0 i = 1, . . . ,m. (7.118)
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Replace (Idi+jIqi)e
j(δi−π/2) by IGie

jγi , which is already calculated in (7.113):

Vie
jθi + (Rsi + jXqi)IGie

jγi

= ((Xqi −X ′
di)Idi +E′

qi)e
jδi i = 1, . . . ,m. (7.119)

The right-hand side of (7.119) is a voltage behind the impedance (Rsi+jXqi)
and has an angle δi. The voltage has a magnitude (E ′

qi +(Xqi −X ′
di)Idi) and

an angle δi = angle of (Vie
jθi + (Rsi + jXqi)IGie

jγi). The complex number
representation for computing δi from (7.119) is shown in Figure 7.11. This

Q

i

I

θ V

D

R Isi Gi

j X ′ Idi Gi

I di
(

)
X qiÊ–ÊX Ê′di

q

Gi

i

δi

d

X – Xdi′ IGiqi )(
E ′qi

j

Figure 7.11: Representation of stator algebraic equations in steady state

representation is generally known as “phasor diagram” in the literature and
“locating the q axis” of the machine.

Step 2: δi is computed as δi = angle on (Vie
jθi + (Rsi + jXqi)IGie

jγi).

Step 3: Compute Idi, Iqi, Vdi, Vqi for the machines as

Idi + jIqi = IGie
j(γi−δi+π/2) i = 1, . . . ,m (7.120)

Vdi + jVqi = Vie
j(θi−δi+π/2) i = 1, . . . ,m. (7.121)

Step 4: Compute E ′
di from (7.27):

E′
di = Vdi +RsiIdi −X ′

qiIqi i = 1, . . . ,m (7.122)



188 CHAPTER 7. MULTIMACHINE SIMULATION

which from (7.114) is also equal to (Xqi −X ′
qi)Iqi. This serves as a check on

the calculations.

Step 5: Compute E ′
qi from (7.27)

E′
qi = Vqi +RsiIqi +X ′

diIdi i = 1, . . . ,m. (7.123)

Step 6: Compute Efdi from (7.1) (after setting the derivative equal to
zero):

Efdi = E′
qi + (Xdi −X ′

di)Idi i = 1, . . . ,m. (7.124)

Step 7: With the field voltage Efdi known, the other variables Rfi, VRi

and Vrefi can be found from (7.5)–(7.7) (after setting the derivatives equal
to zero):

VRi = (KEi + SEi(Efdi))Efdi i = 1, . . . ,m (7.125)

Rfi =
KFi

TFi
Efdi i = 1, . . . ,m (7.126)

Vrefi = Vi + (VRi/KAi) i = 1, . . . ,m. (7.127)

Note that if the machine saturation is included, the calculation for E ′
qi and

E′
di may be iterative. The mechanical states ωi and TMi are found from (7.3)

and (7.4) (after setting the derivatives equal to zero):

ωi = ωs i = 1, . . . ,m (7.128)

TMi = E′
diIdi +E′

qiIqi + (X ′
qi −X ′

di)IdiIqi i = 1, . . . ,m. (7.129)

This completes the computation of all dynamic-state initial conditions and
fixed inputs. Thus, we have computed x(o), y(o), and u from the load-flow
data.

For a given disturbance, the inputs remain fixed throughout the simu-
lation. If the disturbance occurs due to a fault or a network change, the
algebraic states must change instantaneously. The dynamic states cannot
change instantaneously. Thus, it will be necessary to solve all the algebraic
equations inclusive of the stator equations with the dynamic states specified
at their values just prior to the disturbance as initial conditions to determine
the new initial values of the algebraic states.

From the above description, it is clear that once a standard load-flow
solution is found, the remaining dynamic states and inputs can be found
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in a systematic manner. The machine rotor angles δi can always be found,
provided that:

Vie
jθi + (Rsi + jXqi)IGie

jγi 6= 0 i = 1, . . . ,m (7.130)

If control limits are enforced, a solution satisfying these limits may not exist.
In this case, the state that is limited would have to be fixed at its limiting
value and a corresponding new steady-state solution would have to be found.
This would require a new load flow by specifying either different values of
generator voltages, different generator real powers, or possibly specifying
generator-reactive power injections, thus allowing generator voltage to be a
part of the load-flow solution. In fact, the use of reactive power limits in
load flow can usually be traced to an attempt to consider excitation system
limits or generator capability limits.

Example 7.5

For Example 7.1, compute the initial conditions. The solved load-flow data
are given in Table 7.1 (all in pu).

Machine 1

Step 1:

IG1e
jγ1 =

PG1 − jQG1

V
∗
1

=
0.716 − j0.27

1.04 6 0o

= 0.736 6 − 20.66o.

Step 2:

δ1(0) = Angle of(V1e
jθ1 + (Rs1 + jXq1)IG1e

jγ1)

= Angle of((1.04 6 0o + j0.0969)(0.736 6 − 20.66o))

= 3.58o.

Step 3:

Id1 + jIq1 = IG1e
jγ1e−j(δ1−π/2)

= (0.736 6 − 20.66o)(1 6 86.42o)

= 0.302 + j0.671
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Id1 = 0.302 Iq1 = 0.671

Vd1 + jVq1 = V1e
jθ1e−j(δ1−π/2)

= (1.04 6 0o)(1 6 86.42o)

= 0.065 + j1.038

Vd1 = 0.065, Vq1 = 1.038.

Step 4:

E′
d1 = (Xq1 −X ′

q1)Iq1

= (0.0969 − 0.0969)(0.671)

= 0.

It can be verified that this is also equal to Vd1 +Rs1Id1 −X ′
q1Iq1.

Step 5:

E′
q1 = Vq1 +Rs1Iq1 +X ′

d1Id1

= 1.038 + 0 + (0.0608)(0.302)

= 1.056.

Step 6:

Efd1 = E′
q1 + (Xd1 −X ′

d1)Id1

= 1.056 + (0.146 − 0.0608)(0.302)

= 1.082.

Step 7:

VR1 = (KE1 + 0.0039e1.555Efd1 )Efd1 = (1.021)(1.082) = 1.105

Rf1 =
KF1

TF1
Efd1 =

(
0.063

0.35

)

1.082 = 0.195

Vref1 = V1 +
VR1

KA1
= 1.04 +

1.105

20
= 1.095.

The mechanical input TM1 is computed as follows:

TM1 = E′
d1Id1 +E′

q1Iq1 + (X ′
q1 −X ′

d1)Id1Iq1

= (0)(0.302) + (1.056)(0.671) + (0.0969 − 0.0608)(0.302)(0.671)

= 0.716.
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Similarly, for other machines, we can compute the state and the algebraic
variables as

δ2(o) = 61.1o δ3(o) = 54.2o

Id2 = 1.29 Id3 = 0.562
Iq2 = 0.931 Iq3 = 0.619
Vd2 = 0.805 Vd3 = 0.779
Vq2 = 0.634 Vq3 = 0.666
E′

d2 = 0.622 E′
d3 = 0.624

E′
q2 = 0.788 E′

q3 = 0.768

Efd2 = 1.789 Efd3 = 1.403
Rf2 = 0.322 Rf3 = 0.252
VR2 = 1.902 VR3 = 1.453
Vref2 = 1.12 Vref3 = 1.09
TM2 = 1.63 TM3 = 0.85.

2

Angle Reference, Infinite Bus, and COI Reference

As explained in Section 6.10, by taking one of the angles as a reference, the
order of the dynamic system can be reduced from 7m to 7m − 1. Further-
more, if the inertia constant on this reference angle machine is infinity, the
order of the system can be reduced to 7m−2. This is also possible if the ma-
chines have zero or uniform damping. Finally, we can also use center-of-angle
formulation instead of relative rotor angle formulation. The center-of-angle
formulation is discussed in Chapter 9.

7.7 Numerical Solution: Power-Balance Form

The number of algorithms that have been proposed for the numerical solu-
tion of the DAE system of equations is very large. There are basically two
approaches used in power system simulation packages.

1. Simultaneous-implicit (SI) method.

2. Partitioned-explicit (PE) method.

The SI is numerically more stable than the PE method. It is also the method
used in the EPRI 1208 stability program known as the ETMSP (Extended
Transient Midterm Stability Program) program [70]. We illustrate the SI
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method on the WECC system with a two-axis model for the machine and
with the exciter on all the three machines.

7.7.1 SI Method

We illustrate with the differential-algebraic model in power-balance form.

ẋ = fo(x, Id−q, V , u) (7.131)

Id−q = h(x, V ) (7.132)

0 = go(x, Id−q, V ). (7.133)

All the initial conditions at t = 0 have been computed. In the SI method, the
differential equations in (7.131) are algebraized using either implicit Euler’s
method or a trapezoidal integration method. These resulting algebraic equa-
tions are then solved simultaneously with the remaining algebraic equations
(7.132)–(7.133) using Newton’s method at each time step.

Review of Newton’s Method

Let f(x) = 0 be the set of nonlinear algebraic equations, i.e.,

f1(x1, . . . , xn) = 0
f2(x1, . . . , xn) = 0

...
fn(x1, . . . , xn) = 0.

(7.134)

Assume an initial guess x
(o)
1 , . . . , x

(o)
n . Expand the equations in a Taylor

series and retain only the linear term.

f(x(o)) +
∂f

∂x

∣
∣
∣
∣
x=x(o)

(x− x(o)) ≈ 0. (7.135)

Solving for x results in an improved estimate for x:

x(1) = x(o) −
[
∂f

∂x

∣
∣
∣
∣
x=x(o)

]−1

f(x(o)). (7.136)

In general,

x(k+1) = x(k) − [J (k)]−1f(x(k)) (7.137)
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where k is the iteration count and [J ]
∆
= ∂f

∂x is called the Jacobian. In an
expanded version:

[J ] =







∂f1

∂x1
· · · ∂f1

∂xn

...
∂fn

∂x1
· · · ∂fn

∂xn






. (7.138)

Define

∆x(k) = x(k+1) − x(k). (7.139)

Equation (7.137) can be recast as follows:

[J (k)]∆x(k) = −f(x(k)), k = 0, 1, 2, . . . (7.140)

Equation (7.140) is a linear one and has to be solved for ∆x(k). Then from
(7.139)

x(k+1) = x(k) + ∆x(k), k = 0, 1, 2, . . . (7.141)

With an initial value of x(o), steps corresponding to (7.140) and (7.141) are

repeated and at the end of each iteration compute
max
i
∣
∣
∣fi(x

(k+1))
∣
∣
∣. If this

is < ε where ε is the specified tolerance, the Newton iterates have converged.

Numerical Solution Using SI Method

Let the subscripts n and n+ 1 denote the time instants tn and tn+1, respec-
tively. Then, integrating the differential equations in (7.131) from tn to tn+1

using the trapezoidal rule and solving the resulting algebraic equations with
the remaining algebraic equations at tn+1, obtain

xn+1 = xn +

∫ tn+1

tn
fo(x, Id−q, V , u)dt (7.142)

i.e.,

xn+1 = xn +
∆t

2
[fo(xn+1, Id−q,n+1, V n+1, un+1)

+fo(xn, Id−q,n, V n, un)] (7.143)

0 = Id−q,n+1 − h(xn+1, V n+1) (7.144)

0 = go(xn+1, Id−q,n+1, V n+1) (7.145)
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where ∆t = tn+1 − tn is the integration time step. Rearranging (7.143)–
(7.145),

[xn+1 − ∆t

2
fo(xn+1, Id−q,n+1, V n+1, un+1)]

−[xn +
∆t

2
fo(xn, Id−q,n, V n, un)]

∆
= F1(xn+1, Id−q,n+1, V n+1, un+1, xn, Id−q,n, V n, un)

= 0 (7.146)

Id−q,n+1 − h(xn+1, V n+1)
∆
= F2(xn+1, Id−q,n+1, V n+1) = 0 (7.147)

go(xn+1, Id−q,n+1, V n+1)
∆
= F3(xn+1, Id−q,n+1, V n+1) = 0. (7.148)

At each time step, (7.146)–(7.148) are solved by Newton’s method. The
Newton iterates are






7m 2m 2n

7m J1 J2 J3

2m J4 J5 J6

2n J7 J8 J9






(k)






∆xn+1

∆Id−q,n+1

∆V n+1






(k)

= −






F1

F2

F3






(k)

(7.149)

x
(k+1)
n+1 = x

(k)
n+1 + ∆x

(k)
n+1 (7.150)

I
(k+1)
d−q,n+1 = I

(k)
d−q,n+1 + ∆I

(k)
d−q,n+1 (7.151)

V
(k+1)
n+1 = V

(k)
n+1 + ∆V

(k)
n+1 (7.152)

where k is the iteration number at time step tn+1. x
(o)
n+1 is the converged

value xn at the previous time step. The iterations are continued until the
norm of the mismatch vector [F1, F2, F3]

t is close to zero. This completes
the computation at time step tn+1.

If there is a change in reference input Vrefi, or TMi, the DAE (differen-
tial algebraic equation) model can be integrated with known values of all
variables. But if there is a disturbance in the network, a different procedure
has to be adopted, as explained below.

Disturbance Simulation

The typical disturbance corresponds to a network disturbance, such as a
fault where the parameters in the algebraic equations change at t = 0. The
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algebraic variables can change instantaneously, whereas the state variables
do not. Hence, at t = 0+, with the network disturbance reflected in the net-
work equations, we solve the set of algebraic equations for Id−q(0+), V (0+)
as

Id−q(0+) = hf (x(0), V (0+)) (7.153)

0 = gf
o (x(0), Id−q(0+), V (0+)) (7.154)

where the superscript f indicates that the algebraic equations correspond
to the faulted state. With the value of Id−q(0+), V (0+) so obtained, the
trapezoidal method is then applied. Note that the initial guess for the vector
[xtIt

d−qV
t
]t at time instant tn+1 is the converged value at the previous time

instant, i.e.,






xn+1

Id−q,n+1

V n+1






(o)

=






xn

Id−q,n

V n




 , n = 0, 1, 2, . . . (7.155)

If there is a change in generation or load, this is simply taken care of by
changing PGi and QGi or PLi and QLi in (7.153) and (7.154), and computing
Id−q and V at t = 0+. If there is a short circuit at bus i, then set V i ≡ 0
and delete the P and Q equations at bus i from go(x, Id−q, V ) to obtain
gf
o (x, Id−q, V ).

7.7.2 PE method

1. Incorporate the system disturbance and solve for V (0+), Id−q(0+) as
in (7.153) and (7.154).

2. Using the values of Id−q(0+), V (0+) integrate the differential equations

ẋ = fo(x, Id−q, V ), x(0) = xo (7.156)

to obtain x(1).

3. Go to Step 1 and solve for Id−q(1), V (1) again from the algebraic equa-
tions.

Id−q(1) = hf (x(1), V (1)) (7.157)

0 = gf
o (x(1), Id−q(1), V (1)) (7.158)
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4. Integrate the differential equations to obtain x(2), and again solve the
algebraic equation to obtain Id−q(2), V (2).

5. This procedure is repeated until t = Tdesired or there is a change in
the configuration. In the second case, a similiar procedure is followed.

The PE scheme, although conceptually simple, has numerical convergence
problems such as interface errors, etc. [73].

7.8 Numerical Solution: Current-Balance Form

In this section, we explain the industrial approach to implement the SI
method forming the structured approach to the problem. It is the basis
of the well-known ETMSP program of EPRI [70]. The current-balance ap-
proach is favored, since the bus admittance matrix is easily formed and
factorized. The DAE model from (7.36), (7.44), and (7.45) is

ẋ = fo(x, Id−q, V , u) (7.159)

Id−q = h(x, V ) (7.160)

Io(Id−q, x, V ) = Y NV . (7.161)

The use of the SI method to solve these equations yields the set of algebraic
equations:

F1(xn+1, Id−q,n+1, V n+1, un+1, xn, Id−q,n, V n, un) = 0 (7.162)

F2(xn+1, Id−q,n+1, V n+1) = 0 (7.163)

Io(Id−q,n+1, xn+1, V n+1) = Y NV n+1. (7.164)

Instead of treating x and Id−q as separate vectors, we form a new vector X =
[X1 . . . X

t
m]t. Associate Id−q,i with the respective xi so that Xi = [xt

iI
t
d−qi]

t.
Equations (7.162) and (7.163) are replaced by

FM (Xn+1, V
e
n+1, un+1, Xn, V

e
n , un) = 0.

Also, we replace (7.164) by its rectangular equivalent I e(Xn+1, V
e
n+1) =

Y e
NV

e
n+1, where e stands for expanded form, i.e.,

Ie = [ID1IQ1 . . . IDnIQn]t

V e = [VD1VQ1 . . . VDnVQn]t
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and Y e
N consists of 2 × 2 square matrices with real numbers. With this, the

application of Newton’s method yields the following equations.









AGG1 BGV 1

. . .
...

AGGm BGV m

CV G1 · · · CV Gm Y e
N + Y e

L






















∆X1
...

∆Xm

∆V e
1

...
∆V e

n














=














RG1
...

RGm

Re
V 1
...

Re
V n














.

(7.165)

The various elements of the Jacobian are defined as

AGGi
∆
=

∂FM

∂Xn+1,i
, BGV i

∆
=

∂FM

∂V e
n+1,i

CV Gi
∆
= − ∂Ie

∂Xn+1,i
i = 1, 2, . . . ,m

and

Y e
L = − ∂Ie

∂V e
n+1

.

For ease of understanding, V e
i can be considered as a vector (VDi, VQi)

t, and
Ie
i = (IDi, IQi)

t. Y e
N becomes a 2n× 2n matrix of real elements. The right-

hand sides of (7.165) are the residuals. In Newton’s method for solving f(x)
= 0, the residuals at any iteration k are −f(x(k)). Y e

L is computed as follows
(the suffix n+ 1 is dropped for ease of notation):

Y e
L

∆
= −

[
∂Ie

∂V e

]

(7.166)

Y e
L consists of 2 × 2 blocks of the type

−




∂IDi

∂VDi

∂IDi

∂VQi
∂IQi

∂VDi

∂IQi

∂VQi



 . (7.167)

The solution method to solve the linear equation (7.165) is as follows. We
recognize that the nonzero columns in BGV i correspond to ∆V e

i , and that
those in CGV i correspond to ∆Xi. Thus, from (7.165)

∆Xi = A−1
GGi(RGi −BGV i∆V

e) i = 1, . . . ,m. (7.168)
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From (7.165),

[Y e
N + Y e

L ]∆V e +
m∑

i=1

(CV Gi∆Xi) = [Re
V ]. (7.169)

Substituting ∆Xi from (7.168),

[

Y e + Y e
L −

m∑

i=1

(CV GiA
−1
GGiBGV i)

]

[∆V e] = [Re′
V ] (7.170)

where Re′
V = Re

V −∑m
i=1CV GiA

−1
GGiRGi.

Thus, the algorithm first solves for ∆V e in (7.170) and then solves (7.169)
iteratively to convergence for ∆Xi(i = 1, . . . ,m). The same computations
are then repeated at the next time instant and so on.

Some Practical Details [70]

The Jacobian in (7.165) is expensive to compute at each iteration. Let J
(k)
n+1

be the Jacobian evaluated at t = tn+1 and k represent the iteration count at
that time instant. Solving (7.169) and (7.170) results in

[

X(k+1)

V e(k+1)

]

=

[

X(k)

V e(k)

]

+

[

∆X(k)

∆V e(k)

]

k = 0, 1, 2, . . . (7.171)

The very dishonest Newton method (VDHN) holds the Jacobian in (7.165)
fixed for a period of time. Thus

[

J
(o)
n+1

]
[

∆X(k)

∆V e(k)

]

=
[

R
(k)
`

]

(7.172)

where the time instant ` ≥ n+ 1.

This means that the initial Jacobian at t = tn+1 is held constant for
some time steps after tn+1. This reduces the overall cost of computation.
The choice of when to reevaluate the Jacobian is based on experience. The
Jacobian must be reevaluated at any major system change. Between time
steps, it is reevaluated if the previous time-step iteration was considered too
slow (took three or more iterations). Within a time step, a maximum of five
iterations are taken using the same Jacobian.
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Prediction [70]

Whenever a Jacobian is evaluated at the beginning of a time step, instead
of taking the converged values of the previous time step, we can use a lin-
ear prediction for generator variables and geometric prediction for network
voltages. Thus, at time instant tn+1, the initial estimate in the evaluation
of the Jacobian would be

X
(o)
n+1 = Xn + (Xn −Xn−1) (7.173)

whereXn, Xn−1 are the previous converged values at the previous time steps.
For the network variables, each voltage initial guess is

V
(o)
n+1 =

(Vn)2

Vn−1
. (7.174)

7.9 Reduced-Order Multimachine Models

While many types of reduced-order multimachine models are possible, we
discuss three specific ones.

1. Flux-decay model with a fast exciter. The network structure is pre-
served.

2. Structure-preserving model with a classical machine model.

3. Classical model with network nodes eliminated.

7.9.1 Flux-decay model

This model is widely used in eigenvalue analysis and power-system stabilizer
design. If the damper-winding constants are very small, then we can set
them to zero (i.e., there is an integral manifold for these states, as discussed
in Section 6.5), and we obtain from (7.2):

0 = −E′
di + (Xqi −X ′

qi)Iqi i = 1, . . . ,m. (7.175)

We eliminate E ′
di from (7.4) and (7.8) using (7.175). The synchronous ma-

chine dynamic circuit is modified as shown in Figure 7.12. It is also com-
mon, while using the flux-decay model, to have a simplified exciter with one
gain and one time constant, as shown in Figure 7.13. The complete set of
differential-algebraic equations (7.1)–(7.10) becomes (assuming no governor
and no damping).
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+

Ê

′ ′[(Xqi – Xdi) Iqi + jEqi] ej(δi–π/2)

Rsi

(Idi + jIqi) ej(δi–π/2)

+
– (Vdi + jVqi) ej(δi–π/2) = Vi e

jθi

′jXdi

–

Figure 7.12: Synchronous machine flux-decay model dynamic circuit

+

–

∑
Vref,i Efd,iKA

1 + sTA

Vi

Figure 7.13: Static exciter (one gain–one time constant)

Generator Equations

T ′
doi

dE′
qi

dt
= −E′

qi − (Xdi −X ′
di)Idi +Efdi i = 1, . . . ,m(7.176)

dδi
dt

= ωi − ωs i = 1, . . . ,m (7.177)

2Hi

ωs

dωi

dt
= TMi −E′

qiIqi − (Xqi −X ′
di)IdiIqii = 1, . . . ,m

(7.178)

TAi
dEfdi

dt
= −Efdi +KAi(Vrefi − Vi)i = 1, . . . ,m. (7.179)
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Stator Equations

Assuming Rsi = 0, and substituting for E ′
di from (7.175), we obtain the

stator equations (7.13) and (7.14) in polar form as

Vi sin(δi − θi) −XqiIqi = 0 i = 1, . . . ,m (7.180)

Vi cos(δi − θi) +X ′
diIdi −E′

qi = 0 i = 1, . . . ,m. (7.181)

Network Equations

The network equations can be written in the power-balance form as in Sec-
tion 7.3.1, or in the current-balance form as in Section 7.3.2.

Initial Conditions

The steps to compute the initial conditions of the multimachine flux-decay
model DAE system are given below.

Step 1 From the load flow, compute IGie
jγi as in (7.113) as (PGi−jQGi)/Vie

−jθi .

Step 2 Compute δi as angle of [Vie
jθi + jXqiIGie

jγi ].

Step 3 Compute ωi = ωs from (7.177).

Step 4 Compute Idi, Iqi from (Idi + jIqi) = IGie
j(γi−δi+π/2).

Step 5 Compute E ′
qi from (7.181) as E ′

qi = Vi cos(δi − θi) +X ′
diIdi.

Step 6 Compute Efdi from (7.176) as Efdi = E′
qi + (Xdi −X ′

di)Idi.

Step 7 Compute Vrefi from (7.179) as Vref,i =
Efdi

KAi
+ Vi.

Step 8 Compute TMi from (7.178) as TMi = E′
qiIqi + (Xqi −X ′

di)IdiIqi.
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7.9.2 Structure-preserving classical model

To obtain the classical model, we set T ′
doi = ∞ and Xqi = X ′

di in (7.176) and
(7.178), respectively. This results in E ′

qi being a constant equal to the initial
value E′o

qi. Ignoring (7.176) and (7.179), the resulting differential equations
are

dδi
dt

= ωi − ωs i = 1, . . . ,m (7.182)

2Hi

ωs

dωi

dt
= TMi −E′o

qiIqi i = 1, . . . ,m. (7.183)

These are known as the swing equations in the literature. The stator alge-
braic equations (7.180) and (7.181) are added after multiplying the former
by −j. We replace Xqi by X ′

di and E′
qi by E′o

qi. Thus

E′o
qi = X ′

di(Idi + jIqi) + Vi(cos(δi − θi) − j sin(δi − θi))

= X ′
di(Idi + jIqi) + Vie

−j(δi−θi). (7.184)

Equation (7.184) can be rearranged as

E′o
qie

jδi = jX ′
di(Idi + jIqi)e

j(δi−π/2) + Vie
jθi

= jX ′
di(IDi + jIQi) + Vie

jθi . (7.185)

This represents a voltage E i = E′o
qie

jδi of constant magnitude behind a tran-
sient reactance X ′

di as shown in Figure 7.14. Henceforth, we will denote

+
–

+

–

jX Ê′di

EÊ′Êoqi ∠δi

= E i∠δi

IDi + jIQi

= ( )IdiÊ+ÊjIqi

Vi e
jθi

 ej(δi–π/2)

Figure 7.14: Constant voltage behind transient reactance

E′o
q i = Ei.

This forms the basis of the structure-preserving model which, is discussed
next.
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Structure-Preserving Model with Constant Voltage Behind Reactance

This model is widely used in structure-preserving transient energy function
and voltage collapse literature that uses energy functions. It consists of the
swing equations (7.182) and (7.183) and the network algebraic equations at
the nodes 1, . . . , n. In Figure 7.15, the n bus transmission network is shown

+
–

+
–

+
–

m + 1

m + 2

I = Y   V

nm

Network

2

ID1 + j IQ1 = I1

j Xd1′

n + 2

n + 1

n + m

E1

E2

Em

j Xd2′

j Xdm′

IDm + j IQm

 = Im

1

N

Figure 7.15: Structure-preserving model with constant voltage behind reac-
tance

augmented by the constant voltage behind reactances at the generator buses
1, . . . ,m. The generator internal nodes are denoted as n + 1, . . . , n + m.

The complex power output at the ith internal node in Figure 7.15 can be
expressed as

EiI
∗
i = Eie

jδi((Ei − V i)/jX
′
di)

∗

= Eie
jδi(Eie

−jδi − Vie
−jθi)/(−jX ′

di)

= j
E2

i

X ′
di

− j
EiVi

X ′
di

((cos(δi − θi) + j sin(δi − θi))

=
EiVi sin(δi − θi)

X ′
di

+ j

(

E2
i

X ′
di

− EiVi cos(δi − θi)

X ′
di

)

. (7.186)
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Alternatively,

EiI
∗
i = Eie

jδi(Idi − jIqi)e
−j(δi−π/2)

= EiIqi + jEiIdi. (7.187)

Comparing (7.186) and (7.187), the real and reactive power output at the
generator internal nodes are given, respectively, by

Real powerEiIqi =
EiVi sin(δi − θi)

X ′
di

(7.188)

Reactive powerEiIdi =
E2

i

X ′
di

− EiVi

X ′
di

cos(δi − θi). (7.189)

This shows that real power P is associated with Iq and reactive power is
associated with Id. At the generator buses 1, . . . ,m, we can express the
complex power due to the generators as

PGi + jQGi = V iI
∗
i

V iI
∗
i = Vie

jθi

[(

Ei − V i

)

/jX ′
di

]∗

= Vie
jθi

(

Eie
−jδi − Vie

−jθi

)

/(−jX ′
di)

= EiVi (cos (θi − δi) + j sin (θi − δi))
j

X ′
di

− jV 2
i

X ′
di

= −EiVi sin(θi − δi)

X ′
di

+ j

(

−V 2
i

X ′
di

+
EiVi cos(θi − δi)

X ′
di

)

.

(7.190)

Therefore

PGi =
−EiVi sin(θi − δi)

X ′
di

=
EiVi sin(δi − θi)

X ′
di

(7.191)

QGi =
−V 2

i

X ′
di

+
EiVi cos(θi − δi)

X ′
di

. (7.192)

The structure-preserving model consists of the swing and the network equa-
tions (neglecting resistance) as

δ̇i = ωi − ωs i = 1, . . . ,m (7.193)

2Hi

ωs
ω̇i = TMi −

EiVi sin(δi − θi)

X ′
di

i = 1, . . . ,m (7.194)
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PLi(Vi) + PGi =
n∑

j=1

ViVjBij sin(θi − θj)i = 1, . . . , n (7.195)

QLi(Vi) +QGi = −
n∑

j=1

ViVjBij cos(θi − θj) i = 1, . . . , n(7.196)

where PGi and QGi for i = 1, . . . ,m are given by (7.191) and (7.192), and
PGi = QGi = 0 for i = m + 1, . . . , n. The right-hand sides of (7.195) and
(7.196) are the sums of real and reactive power on the lines emanating from
bus i under the assumption of negligible transmission line resistance. This
is shown as follows. If we neglect transmission line resistances, then the
network admittance matrix is Y N = [jBij ], and the total complex power in
the network transmission lines from bus i is given by

V i





n∑

j=1

jBijV j





∗

. (7.197)

Expanding the expression (7.197) results in

Vie
jθi

n∑

j=1

−jBijVje
−jθj

=
n∑

j=1

−jViVjBij(cos(θi − θj) + j sin(θi − θj))

=
n∑

j=1

ViVjBij sin(θi − θj) − j
n∑

j=1

ViVjBij cos(θi − θj). (7.198)

The real and imaginary parts of (7.198) are the right-hand sides of (7.195)
and (7.196), respectively. The model given by (7.193)–(7.196) is called the
structure-preserving classical model.

An interesting observation from (7.189) and (7.192) regarding reactive
power is the following. The reactive power absorbed by X ′

di is obtained by
substracting QGi from EiIdi, resulting in

EiIdi −QGi = (E2
i − 2EiVi cos(δi − θi) + V 2

i )/X ′
di. (7.199)

An alternative form of the structure-preserving model is to consider the
augmented Y matrix obtained by including the admittance corresponding
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to the transient reactances of the machines. Thus, with proper ordering,

Y aug =
























n+ 1 . . . n+m 1 . . .m m+ 1 . . . n

n+ 1 | |
... y | −y | 0
n+m | |

− − −− −− −− −− −−
1 |
... −y |
m |

− − −−
m+ 1 | Y N1

... 0 |
n |
























(7.200)

where

y = Diag

(

1

jX ′
di

)

i = 1, . . . ,m

and

Y N1 = Y N +

[

y 0
0 0

]

.

Considering Y aug = [jBij ], (7.193)–(7.196) can be written more compactly
as (denoting, temporarily, δi’s as θi’s and Ei’s as Vi’s)

θ̇i = iωi − ωs i = n+ 1, . . . , n+m (7.201)

2Hi

ωs
ω̇i = TMi −

n+m∑

j=1

ViVjBij sin(θi − θj)

i = n+ 1, . . . , n+m (7.202)

PLi(Vi) =
n+m∑

j=1

ViVjBij sin(θi − θj)i = 1, . . . , n (7.203)

QLi(Vi) = −
n+m∑

j=1

ViVjBij cos(θi − θj)i = 1, . . . , n. (7.204)

It can be verified that, in (7.202), the second term on the right-hand side
is only EiVi sin(δi − θi)/X

′
di. It is easy to verify the equivalence of (7.203)
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and (7.204) with (7.195) and (7.196), respectively. Note that, in this model,
we are allowed to have nonlinear load representation. This model is used in
voltage stability studies by means of the energy function method [117].

7.9.3 Internal-node model

This is a widely used model in first-swing transient stability analysis. In this
model, the loads are assumed to be constant impedances and converted to
admittances as

yLi =
−(PLi − jQLi)

V 2
i

i = 1, . . . , n. (7.205)

There is a negative sign for yLi, since loads are assumed as injected quan-
tities. Adding these to the diagonal elements of the Y N1 matrix in (7.200)
makes it Y N2 = Y N1 + Diag(yLi). The modified augmented Y matrix be-
comes

Y new
aug =
























n+ 1 . . . n+m 1 . . .m m+ 1 . . . n

n+ 1 | |
... y | −y | 0
n+m | |

− − −− −− −− −− −−
1 |
... −y |
m |

− − −−
m+ 1 | Y N2

... 0 |
n |
























.(7.206)

The passive portion of the network is shown in Figure 7.16. The network
equations for the new augmented network can be rewritten as

m
n

[

IA

0

]

=

(
m n

m Y A Y B

n Y C Y D

)[

EA

V B

]

(7.207)

where Y A = y, Y B = [−y | 0], Y C =

[

−y
0

]

, and Y D = Y N2. The n

network buses can be eliminated, since there is no current injection at these
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m + 1

m + 2

m

Network

n + m

n + 1

I = Y    VN

n

1

j X ′
dm

y L1

j X ′
d1

y Lm y Ln

Figure 7.16: Augmented Y matrix with constant impedance

buses. Thus

IA =
(

Y A − Y BY
−1
D Y C

)

EA

= Y intEA (7.208)

where the elements of IA andEA are, respectively, I i = (Idi+jIqi)e
j(δi−π/2) =

IDi+jIQi and Ei = Ei 6 δi. The elements of Y int are Y ij = Gij +jBij. Since
the network buses have been eliminated, we may renumber the internal nodes
as 1, . . . ,m for ease of notation

Ii =
m∑

j=1

Y ijEj i = 1, . . . ,m. (7.209)

Real electrical power out of the internal node i in Figure 7.16 is given by

Pei = Re[EiI
∗
i ]

= Re



Eie
jδi

m∑

j=1

Y
∗
ijE

∗
j





= Re



Eie
jδi

m∑

j=1

(Gij − jBij)Eje
−jδj




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= Re





m∑

j=1

(Gij − jBij)EiEj[cos(δi − δj) + j sin(δi − δj)]



 .(7.210)

Define

δi − δj
∆
= δij . (7.211)

Then

Pei =
m∑

j=1

EiEj(Gij cos δij +Bij sin δij)

= E2
i Gii +

m∑

j=1

6=i

(Cij sin δij +Dij cos δij) (7.212)

where

Cij = EiEjBij (7.213)

Dij = EiEjGij . (7.214)

Thus, the classical model is

dδi
dt

= ωi − ωs (7.215)

2Hi

ωs

dωi

dt
= TMi − Pei i = 1, . . . ,m (7.216)

where Pei is given by (7.212). Since Pei is a function of the δi’s, (7.215)–
(7.216) can be integrated by any numerical algorithm.

7.10 Initial Conditions

Step 1 From the load flow, compute I i = IDi+jIQi as (PGi−jQGi)/Vie
−jθi .

Step 2 Using (7.185), compute Ei, δi as Ei 6 δi = Vie
jθi + jX ′

di(IDi + jIQi).

Step 3 From (7.193) or (7.215), ωi = ωs.

Thus, computation of initial conditions is simple when a classical model
is used.
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Example 7.6

Compute Ei 6 δi(i = 1, 2, 3) and Y int for Example 7.1 using the classical
model (all in pu).

We first compute I i(i = 1, 2, 3)

I1 =
0.716 − j0.27

1.04 6 0o
= 0.7358 6 − 20.66o

I2 =
1.63 − j0.067

1.025 6 − 9.3o
= 1.5916 6 6.947o

I3 =
0.85 + j0.109

1.02 6 − 4.7o
= 0.8361 6 12.0o

E1 6 δ1 = 1.04 6 0o + j0.068I 1 = 1.054 6 2.267o

E2 6 δ2 = 1.025 6 9.3o + j0.1198I 2 = 1.050 6 19.75o

E3 6 δ3 = 1.02 6 4.7o + j0.1813I 3 = 1.017 6 13.2o

Y new
aug =
























10, 11, 12 1, 2, 3 4 . . . 9

10 | |
11 y | −y | 0
12 | |

− − −− −− −− −− −−
1 |
2 −y |
3 |

− − −− Y N2

4 |
... 0 |
9 |
























where

y =






−j16.45 0 0
0 −j8.35 0
0 0 −j5.52






and Y N2 = Y N +

[

y 0
0 0

]

+ Diag(yLi).
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Y int is obtained by eliminating nodes 1 . . . 9 as in (7.208), and is given
by

Y int =






0.845 − j2.988 0.287 + j1.513 0.210 + j1.226
0.287 + j1.513 0.420 − j2.724 0.213 + j1.088
0.210 + j1.226 0.213 + j1.088 0.277 − j2.368




 .

2

7.11 Conclusion

This chapter has discussed the formulation of a multimachine system model
with the two-axis model, as well as the reduced-order flux-decay model and
the classical model. The computation of initial conditions and solution
methodology for the two-axis model using the simultaneous-implicit method
has been discussed. The methodology of the ETMSP program of EPRI has
also been discussed. The reduced-order flux-decay model and the classical
model, as well as the computation of initial conditions, are discussed. We
also discussed the structure-preserving classical model.

7.12 Problems

7.1 Perform a load flow for the 3-machine system of Example 7.1 by varying
the load at bus 5 in increments of 0.5 until PL = 4.5 pu. Plot the
voltage magnitude at bus 5 as a function of the load. This is called a
PV curve.

7.2 In Problem 7.1, the increased load at each increment is allocated to slack
bus 1. In practice, the AGC system allocates it through the area con-
trol error, etc. As an alternative, consider allocating the increased load
in proportion to the inertias of the machine, i.e., ∆PL5 is allocated to
buses 2 and 3 as P k+1

G2 = P k
G2 + H2

HT
∆PL5 and P k+1

G3 = P k
G3 + H3

HT
∆PL5,

where P k
G2 and P k

G3 are the generator powers before the load is in-
creased and HT = H1 +H2 +H3. Again draw the PV curve.

7.3 Repeat Problems 7.1 and 7.2 for a contingency of lines 5 to 7 being
outaged. Draw the PV curves for the pre-contingency state and the
contingent case on the same graph.
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7.4 This problem and Problem 7.5 can be done using symbolic software. As
explained at the end of Example 7.1, Idi, Iqi can be eliminated from
(7.47) as well as (7.54) and (7.55) using (7.53). Express the resulting
equations in the form

ẋ = f1(x, V , u)

0 = g1(x, V ).

This is the DAE model with the algebraic equations in the power-
balance form ((7.39) and (7.40)).

7.5 Using (7.53), substitute for Idi, Iqi(i = 1, 2, 3) in (7.57) to express the
DAE in the form

ẋ = f(x, V , u)

I1(x, V ) = Y NV .

7.6 Derive I1(x, V ) = Y NV directly in Problem 7.5 from 0 = g1(x, V )
computed in Problem 7.4. (Hint: See Section 7.3.2.)

7.7 Express Example 7.1 in the form

ẋ = A(x) +BW + Cu

W = G(E, V )

0 = g1(x, V )

and Example 7.2 in the form

ẋ = A(x) +BW + Cu

W = G(E, V )

I1(x, V ) = Y NV .

7.8 In Example 7.1, loads (both real and reactive) at buses 5 and 6 are
increased by 50 percent. With the new load flow compute the initial
conditions for the variables, Idi, Iqi, Vdi, Vqi, Vrefi and TMi(i = 1, 2, 3).

7.9 Under nominal loading conditions of Example 7.1, there is a three-phase
ground fault at bus 5 that is self-clearing in six cycles. Do the dynamic
simulation using the SI method or any available commercial software
for 0–2 sec. Use the two-axis model and the IEEE-Type 1 exciter data
in Example 7.1. You may use the model obtained in Problems 7.4, 7.5,
or 7.7.
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7.10 Repeat Problem 7.8 for the flux-decay model and a fast exciter with
KA = 25 and TA = 0.2 sec. Do the simulation as in Problem 7.9.

7.11 In Problems 7.9 and 7.10, find the gain KA at which the system will be-
come unstable. (Instability occurs when relative rotor angles diverge.)

7.12 In Problems 7.9 and 7.10, find by repetitive simulation the value tcr,
the critical-clearing time at which the system becomes unstable.

7.13 Repeat Problems 7.9 and 7.10 for the fault at bus 5 followed by clearing
of lines 5 to 7. Assume tc` = six cycles. Also find the critical-clearing
time tcr.

7.14 For Example 7.1, write the structure-preserving model in the form of
(7.201)–(7.204).

7.15 Obtain Y int for the system in Example 7.1 for both the faulted state
and post-fault states for (a) self-clearing fault at bus 5 and (b) fault
at bus 5 followed by switching of the lines 5 to 7. Write the equations
in the form (7.215)–(7.216).

7.16 Find tcr in Problem 7.15 for both cases by repetitive simulation, and
compare the results with Problems 7.12 and 7.13, respectively.
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Chapter 8

SMALL-SIGNAL
STABILITY

8.1 Background

In this chapter, we consider linearized analysis of multimachine power sys-
tems that is necessary for the study of both steady-state and voltage stability.
In many cases, instability and eventual loss of synchronism are initiated by
some spurious disturbance in the system resulting in oscillatory behavior
that, if not damped, may eventually build up. This is very much a function
of the operating condition of the power system. Oscillations, even if un-
damped at low frequencies, are undesirable because they limit power trans-
fers on transmission lines and, in some cases, induce stress in the mechanical
shaft. The source of inter-area oscillations is difficult to diagnose. Extensive
research has been done in both of these areas. In recent years, there has
been considerable interest in dynamic voltage collapse. As regional transfers
vary over a wide range due to restructuring and open transmission access,
certain parts of the system may face increased loading conditions. Earlier,
this phenomenon was analyzed purely on the basis of static considerations,
i.e., load-flow equations. In this chapter, we develop a comprehensive dy-
namic model to study both low-frequency oscillations and voltage stability
using a two-axis model with IEEE-Type I exciter, as well as the flux-decay
model with a high-gain fast exciter. Both the electromechanical oscillations
and their damping, as well as dynamic voltage stability, are discussed. The
electromechanical oscillation is of two types:

1. Local mode, typically in the 1 to 3-Hz range between a remotely located

215
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power station and the rest of the system.

2. Inter-area oscillations in the range of less than 1 Hz.

Two kinds of analysis are possible: (1) A multimachine linearized analysis
that computes the eigenvalues and also finds those machines that contribute
to a particular eigenvalue (both local and inter-area oscillations can be stud-
ied in such a framework); (2) a single-machine infinite-bus system case that
investigates only local oscillations.

Dynamic voltage stability is analyzed by monitoring the eigenvalues of
the linearized system as a power system is progressively loaded. Instability
occurs when a pair of complex eigenvalues cross to the right-half plane. This
is referred to as dynamic voltage instability. Mathematically, it is called
Hopf bifurcation.

Also discussed in this chapter is the role of a power system stabilizer that
stabilizes a machine with respect to the local mode of oscillation. A brief
review of the approaches to the design of the stabilizers is given. For detailed
design procedures, it is necessary to refer to the literature. References [77]
and [78] are the basic works in this area.

8.2 Basic Linearization Technique

A unified framework is presented in this section for the linear analysis of
multimachine systems. The nonlinear model derived in Chapter 7, with a
two-axis model with IEEE-Type I exciter or flux-decay model with a static
exciter, is of the form

ẋ = f(x, y, u) (8.1)

0 = g(x, y) (8.2)

where the vector y includes both the Id−q and V vectors. Thus, (8.1) is of
dimension 7m, and (8.2) is of dimension 2(n+m).

Equation (8.2) consists of the stator algebraic equations and the network
equations in the power-balance form. To show explicitly the traditional
load-flow equations and the other algebraic equations, we partition y as

y = [It
d−q θ1 V1 . . . Vm | θ2 . . . θn Vm+1 . . . Vn]t

= [yt
a | yt

b]
t. (8.3)

Here, the vector yb corresponds to the load-flow variables, and the vector ya

corresponds to the other algebraic variables. Bus 1 is taken as the slack bus
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and buses 2, . . . ,m are the PV buses with the buses m+ 1, . . . , n being the
PQ buses. The dimension of x is 7m. Linearizing (8.1) and (8.2) around an
operating point gives






d
dt∆x

0

0




 =






A B

C
D11 D12

D21 JLF











∆x
∆ya

∆yb




+E[∆u]. (8.4)

Define

JAE =

[

D11 D12

D21 JLF

]

. (8.5)

Eliminating ∆ya,∆yb we get ∆ẋ = Asys∆x where Asys = (A − BJ−1
AEC).

JLF is the load-flow Jacobian. The model represented by (8.4) is useful
in both small-signal stability, analysis and voltage stability, since JLF is
explicitly shown as part of the system differential-algebraic Jacobian.

We use the above formulation for a multimachine system with a two-
axis machine model and the IEEE-Type I exciter (model A) and indicate
a similiar extension for the flux-decay model with a fast exciter (model B).
The methodology is based on [79] and [80].

8.2.1 Linearization of Model A

The differential equations of the machine and the exciter are the same as
in Chapter 7, except that the state variables are reordered. The synchro-
nous machine dynamic circuit and the IEEE-Type I exciter are shown in
Figures 8.1 and 8.2, respectively. The differential and algebraic equations

+

–

Rsij XÊ′di ( )IdiÊ+ÊjÊIqi  ej(δi–π/2) = IDi + j IQi

( )Vdi Ê+ÊjÊVqi  e j(δi–π/2)

 = Vi ejθi = VDi  + j VQi

[E Ê′diÊ+Ê( )X Ê′qiÊ–ÊX Ê′di ÊIqi

]Ê+ÊjÊEÊ′qi  ej(δi–π/2)

+

–

Figure 8.1: Synchronous machine two-axis model dynamic circuit (i =
1, . . . ,m)

follow.



218 CHAPTER 8. SMALL-SIGNAL STABILITY

Σ
Vref

+
–

+

–

VR

Efd

SE(Efd)

KA
1 + sTA

1
KE + sTE+

–

V

sKF
1 + sTF

Σ Σ

Figure 8.2: IEEE-Type I exciter model

Differential Equations

dδi
dt

= ωi − ωs (8.6)

dωi

dt
=

TMi

Mi
−

[E′
qi −X ′

diIdi]Iqi

Mi
−

[E′
di +X ′

qiIqi]Idi

Mi

−Di(ωi − ωs)

Mi
(8.7)

dE′
qi

dt
= −

E′
qi

T ′
doi

− (Xdi −X ′
di)Idi

T ′
doi

+
Efdi

T ′
doi

(8.8)

dE′
di

dt
= −E′

di

T ′
qoi

+
Iqi

T ′
qoi

(Xqi −X ′
qi) (8.9)

dEfdi

dt
= −KEi + SE(Efdi)

TEi
Efdi +

VRi

TEi
(8.10)

dVRi

dt
= −VRi

TAi
+
KAi

TAi
Rfi −

KAiKFi

TAiTFi
Efdi +

KAi

TAi
(Vrefi − Vi) (8.11)

dRFi

dt
= −RFi

TFi
+

KFi

(TFi)2
Efdi (8.12)

for i = 1, . . . ,m.
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Stator Algebraic Equations

The stator algebraic equations in polar form are

E′
di − Vi sin (δi − θi) −RsiIdi +X ′

qiIqi = 0 (8.13)

E′
qi − Vi cos (δi − θi) −RsiIqi −X ′

diIdi = 0 (8.14)

for i = 1, . . . ,m.

Network Equations

The network equations are

IdiVi sin(δi − θi) + IqiVi cos(δi − θi) + PLi(Vi)

−
n∑

k=1

ViVkYik cos(θi − θk − αik) = 0 (8.15)

IdiVi cos(δi − θi) − IqiVi sin(δi − θi) +QLi(Vi)

−
n∑

k=1

ViVkYik sin(θi − θk − αik) = 0

i = 1, 2, . . . ,m (8.16)

PLi(Vi) −
n∑

k=1

ViVkYik cos(θi − θk − αik) = 0 (8.17)

QLi(Vi) −
n∑

k=1

ViVkYik sin(θi − θk − αik) = 0 (8.18)

for i = m+ 1, . . . , n.

Equations (8.6)–(8.18) are linearized analytically, as explained below. The
linearization of the differential equations (8.6)–(8.12) yields

d∆δi
dt

= ∆ωi (8.19)

d∆ωi

dt
=

1

Mi
∆TMi −

E′
qio

Mi
∆Iqi +

X ′
diIdio

Mi
∆Iqi +

X ′
diIqio

Mi
∆Idi −

Iqio

Mi
∆E′

qi

−E
′
dio

Mi
∆Idi −

Idio

Mi
∆Edi −

X ′
qiIdio

Mi
∆Iqi −

X ′
qiIqio

Mi
∆Idi −

Di

Mi
∆ωi

d∆E′
qi

dt
= −

∆E′
qi

T ′
doi

− (Xdi −X ′
di)∆Idi

T ′
doi

+
∆Efdi

T ′
doi

(8.20)
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d∆E′
di

dt
= −∆E′

di

T ′
qoi

+
(Xqi −X ′

qi)

T ′
qoi

∆Iqi (8.21)

d∆Efdi

dt
= fsi(Efdio)∆Efdi +

∆VRi

TEi
(8.22)

d∆VRi

dt
= −∆VRi

TAi
+
KAi

TAi
∆RFi −

KAiKFi

TAiTFi
∆Efdi −

KAi

TAi
∆Vi

+
KAi

TAi
∆Vrefi (8.23)

d∆RFi

dt
= −∆RFi

TFi
+

KFi

(TFi)2
∆Efdi (8.24)

for i = 1, . . . ,m

where fsi(Efdio) = −KEi+Efdio∂SE(Efdio)+SE(Efdio)
TEi

where the symbol ∂ stands

for partial derivative. Writing (8.19) through (8.24) in matrix notation, we
obtain














∆δ̇i
∆ω̇i

∆Ė′
qi

∆Ė′
di

∆Ė′
fdi

∆V̇Ri

∆ṘFi














=















0 1 0 0 0 0 0

0 −Di

Mi
− Iqio

Mi
− Idio

Mi
0 0 0

0 0 − 1
T ′

doi

0 1
T ′

doi

0 0

0 0 0 − 1
T ′

qoi

0 0 0

0 0 0 0 fsi(Efdio)
1

TEi
0

0 0 0 0 −KAiKF i

TAiTF i
− 1

TAi

KAi

TAi

0 0 0 0 KF i

(TF i)2
0 − 1

TF i



























∆δi
∆ωi

∆E′
qi

∆E′
di

∆Efdi

∆VRi

∆RFi













+















0 0
Iqio(X′

di−X′

qi)−E′

dio

Mi

Idio(X′

di−X′

qi)−E′

qio

Mi

− (Xdi−X′

di)
T ′

doi

0

0
Xqi−X′

qi

T ′

qoi

0 0
0 0
0 0















[
∆Idi

∆Iqi

]

+













0 0
0 0
0 0
0 0
0 0

0 −KAi

TAi

0 0













[
∆θi

∆Vi

]

+













0 0
1

Mi
0

0 0
0 0
0 0
0 KAi

TAi

0 0













[
∆TMi

∆Vrefi

]

i = 1, . . . ,m. (8.25)
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Denoting

[

∆Idi

∆Iqi

]

= ∆Igi,

[

∆θi

∆Vi

]

= ∆Vgi, and

[

∆TMi

∆Vrefi

]

= ∆ui, (8.25)

can be written as

∆ẋi = A1i∆xi +B1i∆Igi +B2i∆Vgi +Ei∆ui for i = 1, . . . ,m. (8.26)

For the m-machine system, (8.26) can be expressed in matrix form as

∆ẋ = A1∆x+B1∆Ig +B2∆Vg +E1∆U (8.27)

where A1, B1, B2, and E1 are block diagonal matrices.
We now linearize the stator algebraic equations (8.13) and (8.14):

∆E′
di − sin(δio − θio)∆Vi − Vio cos(δio − θio)∆δi + Vio cos(δio − θio)∆θi

−Rsi∆Idi +X ′
qi∆Iqi = 0 (8.28)

∆E′
qi − cos(δio − θio)∆Vi + Vio sin(δio − θio)∆δi − Vio sin(δio − θio)∆θi

−Rsi∆Iqi −X ′
di∆Idi = 0 i = 1, . . . ,m. (8.29)

Writing (8.28) and (8.29) in matrix form, we have

[

−Vio cos(δio − θio) 0 0 1 0 0 0
Vio sin(δio − θio) 0 1 0 0 0 0

]















∆δi
∆ωi

∆E′
qi

∆E′
di

∆Efdi

∆VRi

∆RFi















+

[

−Rsi X ′
qi

−X ′
di −Rsi

] [

∆Idi

∆Iqi

]

+

[

Vio cos(δio − θio) − sin(δio − θio)
−Vio sin(δio − θio) − cos(δio − θio)

] [

∆θi

∆Vi

]

= 0

i = 1, . . . ,m. (8.30)

Rewriting (8.30), we obtain

0 = C1i∆xi +D1i∆Igi +D2i∆Vgi i = 1, . . . ,m. (8.31)

In matrix notation, (8.31) can be written as

0 = C1∆x+D1∆Ig +D2∆Vg (8.32)
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where C1, D1, and D2 are block diagonal. Linearizing the network equations
(8.15) and (8.16), which pertain to generators, we obtain

Vio sin(δio − θio)∆Idi + Idio sin(δio − θio)∆Vi + IdioVio cos(δio − θio)∆δi

−IdioVio cos(δio − θio)∆θi + Vio cos(δio − θio)∆Iqi

+Iqio cos(δio − θio)∆Vi − IqioVio sin(δio − θio)∆δi

+IqioVio sin(δio − θio)∆θi −
[

n∑

k=1

VkoYik cos(θio − θko − αik)

]

∆Vi

−Vio

n∑

k=1

[Yik cos(θio − θko − αik)] ∆Vk

+






Vio

n∑

k=1

6=i

VkoYik sin(θio − θko − αik)







∆θi

−Vio

n∑

k=1

6=i

[VkoYik sin(θio − θko − αik)] ∆θk +
∂PLi(Vi)

∂Vi
∆Vi = 0 (8.33)

Vio cos(δio − θio)∆Idi + Idio cos(δio − θio)∆Vi − IdioVio sin(δio − θio)∆δi

+IdioVio sin(δio − θio)∆θi − Vio sin(δio − θio)∆Iqi

−Iqio sin(δio − θio)∆Vi − IqioVio cos(δio − θio)∆δi

+IqioVio cos(δio − θio)∆θi −
[

n∑

k=1

VkoYik sin(θio − θko − αik)

]

∆Vi

−Vio

n∑

k=1

[Yik sin(θio − θko − αik)] ∆Vk

−






Vio

n∑

k=1

6=i

VkoYik cos(θio − θko − αik)







∆θi

+Vio

n∑

k=1

6=i

[VkoYik cos(θio − θko − αik)] ∆θk +
∂QLi(Vi)

∂Vi
∆Vi = 0

i = 1, 2, . . . ,m. (8.34)
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Rewriting (8.33) and (8.34) in matrix form, we obtain

0 =






C21

. . .

C2m











∆x1
...

∆xm




+






D31

. . .

D3m











∆Ig1
...

∆Igm




+






D41,1 · · · D41,m
...

...
...

D4m,1 · · · D4m,m











∆Vg1
...

∆Vgm






+






D51,m+1 · · · D51,n
...

...
...

D5m,m+1 · · · D5m,n











∆V`m+1
...

∆V`n




 (8.35)

where the various submatrices of (8.35) can be easily identified. In matrix
notation, (8.35) is

0 = C2∆x+D3∆Ig +D4∆Vg +D5∆V` (8.36)

where

∆V`i =

[

∆θi

∆Vi

]

for the non-generator buses i = m+ 1, . . . , n.
Note that C2, D3 are block diagonal, whereas D4, D5 are full matri-

ces. Linearizing network equations (8.17) and (8.18) for the load buses (PQ
buses), we obtain

0 =
∂PLi(Vi)

∂Vi
∆Vi −

[
n∑

k=1

VkoYik cos(θio − θko − αik)

]

∆Vi

+







n∑

k=1
6=i

VioVkoYik sin(θio − θko − αik)







∆θi

−Vio

n∑

k=1

[Yik cos(θio − θko − αik)] ∆Vk

−Vio

n∑

k=1

6=i

[VkoYik sin(θio − θko − αik)] ∆θk (8.37)
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0 =
∂QLi(Vi)

∂Vi
∆Vi −

[
n∑

k=1

VkoYik sin(θio − θko − αik)

]

∆Vi

−







n∑

k=1

6=i

VioVkoYik cos(θio − θko − αik)







∆θi

−Vio

n∑

k=1

[Yik sin(θio − θko − αik)] ∆Vk

+Vio

n∑

k=1

6=i

[VkoYik cos(θio − θko − αik)] ∆θk

i = m+ 1, . . . , n. (8.38)

Rewriting (8.37) and (8.38) in matrix form gives

0 =






D6m+1,1 · · · D6m+1,m
...

...
...

D6n,1 · · · D6n,m











∆Vg1
...

∆Vgm






+






D7m+1,m+1 · · · D7m+1,n
...

...
...

D7n,m+1 · · · D7n,n











∆V`m+1
...

∆V`n




 (8.39)

where, again, the various submatrices in (8.39) can be identified from (8.37)
and (8.38). Rewriting (8.39) in a compact notation,

0 = D6∆Vg +D7∆V` (8.40)

where D6, D7 are full matrices. Rewriting (8.27), (8.32), (8.36), and (8.40)
together,

∆ẋ = A1∆x+B1∆Ig +B2∆Vg +E1∆u (8.41)

0 = C1∆x+D1∆Ig +D2∆Vg (8.42)

0 = C2∆x+D3∆Ig +D4∆Vg +D5∆V` (8.43)

0 = D6∆Vg +D7∆V` (8.44)

where

x = [xt
1 . . . x

t
m]t
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xi = [δi ωi E
′
qi E

′
di Efdi VRi Rfi]

t

Ig = [Id1 Iq1 . . . Idm Iqm]t

Vg = [θ1 V1 . . . θm Vm]t

V` = [θm+1 Vm+1 . . . θn Vn]t

u = [ut
1 . . . u

t
m]t

ui = [TMi Vrefi]
t.

This is the linearized DAE model for the multimachine system. Equa-
tions (8.41)–(8.44) are equivalent to the linear model of (8.4), except that in
these equations the dependence of loads on the voltages has not been spec-
ified, whereas in (8.4) the loads were assumed to be of the constant power
type. This model is quite general and can easily be expanded to include
frequency or V̇ dependence at the load buses. The power system stabilizer
(PSS) dynamics can also be included easily. In the above model, ∆Ig is
not of interest and, hence, is eliminated from (8.41) and (8.43) using (8.42).
Thus, from (8.42),

∆Ig = −D−1
1 C1∆x−D−1

1 D2∆Vg. (8.45)

Substituting (8.45) into (8.43), we get

C2∆x+D3(−D−1
1 C1∆x−D−1

1 D2∆Vg) +D4∆Vg +D5∆V` = 0

(8.46)

Let
[

D4 −D3D
−1
1 D2

]
∆
= K1

and
[

C2 −D3D
−1
1 C1

]
∆
= K2. (8.47)

Note thatD−1
1 involves taking a series of 2×2 inverses of Zd−q,i(i = 1, . . . ,m).

Equation (8.46) is now expressed as

K2∆x+K1∆Vg +D5∆V` = 0. (8.48)

If (8.45) is substituted in (8.41) to eliminate ∆Ig, the new overall differential–
algebraic model is given by

∆ẋ = (A1 −B1D
−1
1 C1)∆x+ (B2 −B1D

−1
1 D2)∆Vg +E1∆u (8.49)

0 = K2∆x+K1∆Vg +D5∆V` (8.50)

0 = D6∆Vg +D7∆V`. (8.51)
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Equations (8.49)–(8.51) can be put in the more compact form

[

∆ẋ
0

]

=

[

A′ B′

C ′ D′

] [

∆x
∆VN

]

+

[

E1

0

]

∆u (8.52)

where ∆VN =

[

∆Vg

∆V`

]

. Reorder the variables in the voltage vector and de-

fine ∆Vp = [∆yt
c ∆yt

b]
t = [∆θ1 ∆V1 . . .∆Vm | ∆θ2 . . .∆θn∆Vm+1 . . .∆Vn]t.

∆yb is the set of load-flow variables, and ∆yc is the set of other algebraic
variables in the network equations. Note that we have eliminated the stator
algebraic variables.

In any rotational system, the reference for angles is arbitrary. The order
of the dynamical system in (8.52) is 7m, and can be reduced to (7m− 1) by
introducing relative rotor angles. Selecting δ1 as the reference, we have

δ′i = δi − δ1 i = 2, . . . ,m

δ′1 = 0

δ̇′i = ωi − ω1 i = 2, . . . ,m

δ̇′1 = 0

θ′i = θi − δ1 i = 1, . . . , n.

Since the angles δi(i = 1, . . . ,m) and θi(i = 1, . . . , n) always appear as differ-
ences, we can retain the notation with the understanding that these angles
are referred to δ1. This implies that the differential equation corresponding
to δ1 can be deleted from (8.52) and also from the column corresponding
to ∆δ1 in A′ and C ′. The differential equations ∆δ̇i = ωi(i = 2, . . . ,m) are
replaced by ∆δ̇′i = ∆ωi − ∆ω1. This means that in the A′ matrix we place
minus 1 in the intersections of the rows corresponding to ∆δ̇i(i = 2, . . . ,m)
and the column corresponding to ∆ω1. This process is analytically neat,
but is not carried out in linear analysis packages. Since angles appear as
differences, they are computed to within a constant. Hence, a zero eigen-
value is always present. Recognizing this fact, we retain the formulation
corresponding to (8.52). We rewrite the differential-algebraic (DAE) system
(8.52) after the reordering of algebraic variables as






∆ẋ
0
0




 =






A′ B′
1 B′

2

C ′
1 D′

11 D′
12

C ′
2 D′

21 D′
22











∆x
∆yc

∆yb




+






E1

0
0




∆u. (8.53)
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For voltage-dependent loads, only the appropriate diagonal elements of D ′
11

and D′
22 will be affected. Now, D′

22 is the load-flow Jacobian JLF modified
by the load representation and

[

D′
11 D′

12

D′
21 D′

22

]

= J ′
AE (8.54)

the network algebraic Jacobian with voltage dependencies of the load in-
cluded. Note that, compared to the algebraic Jacobian JAE of (8.4), the
stator algebraic variables have been eliminated to obtain J ′

AE . The system
Asys matrix is obtained as

∆ẋ = Asys∆x+E∆u (8.55)

where

Asys = A′ − [B′
1B

′
2][J

′
AE ]−1

[

C ′
1

C ′
2

]

. (8.56)

This model is used later to examine the effects of increased loading on the
eigenvalues of Asys and the determinants of J ′

AE and JLF for (1) constant
power case, (2) constant current case, and (3) constant impedance case for
the models A and B.

We now show that the model in (8.53) is consistent with the development
from the nonlinear model in power balance form from Chapter 7. These are
(7.36)-(7.38):

ẋ = fo(x, Id−q, V , u) (8.57)

Id−q = h(x, V ) (8.58)

0 = go(x, Id−q, V ). (8.59)

By substituting Id−q from (8.58) in (8.57) and (8.59), we obtain

ẋ = f1(x, V , u) (8.60)

0 = g1(x, V ). (8.61)

Linearizing (8.60) and (8.61) results in

∆ẋ =
∂f1

∂x
∆x+

∂f1

∂Vp
∆Vp +

∂f1

∂u
∆u

0 =
∂g1
∂x

∆x+
∂g1
∂Vp

∆Vp
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where Vp = [θ1 V1 . . . Vm | θ2 . . . θn Vm+1 . . . Vn]t, then we can identify

∂f1

∂x = A′ , ∂f1

∂Vp
= [B′

1 B
′
2]

∂g1

∂x =

[

C ′
1

C ′
2

]

, ∂g1

∂Vp
=

[

D′
11 D′

12

D′
21 D′

22

]

, ∂f1

∂u =






E1

0
0




 .

8.2.2 Linearization of Model B

As discussed in Chapter 7, the multimachine model with the flux–decay
model and fast exciter (Figures 8.3 and 8.4) is given by the following set of

+

–

Ê

Rsi

(Idi + j Iqi) ej(δi–π/2)′j Xdi

(Vdi + j Vqi) ej(δi–π/2) = Vi e
jθi

+
–[(Xqi – Xdi) Iqi + jEqi] ej(δi–π/2)′ ′

Figure 8.3: Dynamic circuit for the flux-decay model

Σ

V

Vref
+

–

KA

1 + sTA

Efd

Figure 8.4: Static exciter model

differential-algebraic equations:
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Differential Equations

dδi
dt

= ωi − ωs (8.62)

dωi

dt
=

TMi

Mi
−
E′

qiIqi

Mi
− (Xqi −X ′

di)

Mi
IdiIqi −

Di(ωi − ωs)

Mi
(8.63)

dE′
qi

dt
= −

E′
qi

T ′
doi

− (Xdi −X ′
di)

T ′
doi

Idi +
Efdi

T ′
doi

(8.64)

dEfdi

dt
= −Efdi

TAi
+
KAi

TAi
(Vref,i − Vi) (8.65)

for i = 1, . . . ,m.

Stator Algebraic Equations

The stator algebraic equations are

Vi sin(δi − θi) +RsiIdi −XqiIqi = 0 (8.66)

E′
qi − Vi cos(δi − θi) −RsiIqi −X ′

diIdi = 0 (8.67)

for i = 1, . . . ,m.

Network Equations

The network equations are the same as (8.15)–(8.18). The linearization of
this model is done in the same manner as in model A and, hence, is not
discussed.

8.3 Participation Factors

Due to the large size of the power system, it is often necessary to construct
reduced-order models for dynamic stability studies by retaining only a few
modes. The appropriate definition and determination as to which state vari-
ables significantly participate in the selected modes become very important.
This requires a tool for identifying the state variables that have significant
participation in a selected mode. It is natural to suggest that the significant
state variables for an eigenvalue λi are those that correspond to large en-
tries in the corresponding eigenvector vi. But the entries in the eigenvector
are dependent on the dimensions of the state variables which are, in gen-
eral, incommensurable (for example, angle, velocities, and flux). Verghese et
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al. [81] have suggested a related but dimensionless measure of state variable
participation called participation factors.

Participation factor analysis aids in the identification of how each dy-
namic variable affects a given mode or eigenvalue. Specifically, given a linear
system

ẋ = Ax (8.68)

a participation factor is a sensitivity measure of an eigenvalue to a diagonal
entry of the system A matrix. This is defined as

pki =
∂λi

∂akk
(8.69)

where λi is the ith system eigenvalue, akk is a diagonal entry in the system

A matrix, and pki is the participation factor relating the kth state variable

to the ith eigenvalue. The participation factor may also be defined by

pki =
wkivki

wt
ivi

(8.70)

where wki and vki are the kth entries in the left and right eigenvector associ-

ated with the ith eigenvalue. The right eigenvector vi and the left eigenvector

wi associated with the ith eigenvalue λi satisfy

Avi = λivi (8.71)

wt
iA = wt

iλi. (8.72)

It is not obvious that the definitions given in (8.69) and (8.70) are equivalent.
We establish the equivalence as follows. Consider the system

[A− λiI]vi = 0 (8.73)

wt
i [A− λiI] = 0 (8.74)

where vi and wi need not be normalized eigenvectors. It is our goal to
examine the sensitivity of the eigenvalue to a diagonal element of the A
matrix. From (8.68), assuming that the eigenvalues and eigenvectors vary
continuously with respect to the elements of the A matrix, we write the
perturbation equation as

(A+ ∆A)(vi + ∆vi) = (λi + ∆λi)(vi + ∆vi). (8.75)
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Expansion yields

[Avi] + [∆Avi +A∆vi] + [∆A∆vi] = [λivi] + [∆λivi

+λi∆vi] + [∆λi∆vi]. (8.76)

Neglecting the second-order terms ∆A∆vi and ∆λi∆vi and using (8.71), we
obtain

[A− λiI]∆vi + ∆Avi = ∆λivi. (8.77)

Multiply (8.77) by the left eigenvector wt
i to give

wt
i [A− λiI]∆vi + wt

i∆Avi = wt
i∆λivi. (8.78)

The first term in the left-hand side of (8.78) is identically zero in view of
(8.74), leaving

wt
i∆Avi = wt

i∆λivi. (8.79)

Now, the sensitivities of λi with respect to diagonal entries of A are related

to the participation factors, as follows. Assume only that the kth diagonal
entry of A is perturbed so that

∆A =






0 · · · 0 0
0 ∆akk 0
0 · · · 0 0




 . (8.80)

Then, in (8.79), the left-hand side can be simplified, resulting in

wt
i∆Avi = wki∆akkvki = wt

i∆λivi (8.81)

Solving for the sensitivity gives the participation factor as

∆λi

∆akk
=

wkivki

wt
ivi

= pki. (8.82)

Equation (8.82) thus shows that (8.69) and (8.70) are equivalent.
An eigenvector may be scaled by any value resulting in a new vector,

which is also an eigenvector. We can use this property to choose a scaling
that simplifies the use of participation factors, for instance, choosing the
eigenvectors such that wt

ivi = 1 simplifies the definition of the participation
factor. In any case, since

∑n
k=1wkivki = wt

ivi, it follows from (8.82) that
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the sum of all the participation factors associated with a given eigenvalue is
equal to 1, i.e.,

n∑

k=1

pki = 1. (8.83)

This property is useful, since all participation factors lie on a scale from zero
to one. To handle participation factors corresponding to complex eigenval-
ues, we introduce some modifications as follows. The eigenvectors corre-
sponding to a complex eigenvalue will have complex elements. Hence, pki is
defined as

pki =
| vki || wki |

∑n
k=1 | vki || wki |

(8.84)

A further normalization can be done by making the largest of the participa-
tion factors equal to unity.

Example 8.1

Compute the participation factors of the 2 × 2 matrix ẋ = Ax, where

A =

[

1 4
3 2

]

.

The eigenvalues are λ1 = 5, λ2 = −2. The right eigenvectors are

v1 =

[

1
1

]

and

v2 =

[

4
−3

]

.

The left eigenvectors are computed as wt
1 = [3 4] and wt

2 = [1 − 1]. Verify
that wt

2v1 = wt
1v2 = 0. Also, wt

1v1 = 7 = wt
2v2. Letting i = 1 and k = 1, 2,

successively, we obtain the participation of the state variables x1, x2 in the
mode λ1 = 5 as

p11 =
w11v11
wt

1v1
=

(
(3)(1)

7

)

=
3

7

p21 =
w21v21
wt

2v2
=

(
(4)(1)

7

)

=
4

7
.
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Letting i = 2 and k = 1, 2, we obtain the participation of the state variables
x1, x2 in the mode λ2 = −2 as

p12 =
w12v12
wt

2v2
=

4

7

p22 =
w22v22
wt

2v2
=

3

7
.

The participation matrix is therefore

P =

[

p11 p12

p21 p22

]

=

[
3
7

4
7

4
7

3
7

]

.

Normalizing the largest participation factor as equal to 1 in each column
results in

Pnorm =

[

0.75 1
1 0.75

]

.

2

The ith column entries in the P or Pnorm matrix are the sensitivities of
the ith eigenvalue with respect to the states.

Example 8.2

Compute the participation factors corresponding to the complex eigenvalue
of

A =






−0.4 0 −0.01
1 0 0

−1.4 9.8 −0.02




 .

The eigenvalues are λ1 = −0.6565 and λ2,3 = 0.1183 ± j0.3678. The right
and left eigenvectors corresponding to the complex eigenvalue λ2 = 0.1183+
j0.3678 are

v2 =






0.0138 − j0.0075
−0.0075 − j0.04

−0.9918 − j0.1203




 , w2 =






0.838 − j0.0577
0.4469 + j0.307

−0.0061 + j0.0205




 .

Using the formula in the previous section, we obtain

p21 = 0.2332, p22 = 0.3896, p23 = 0.3772.

Note p21 + p22 + p23 = 1. We can normalize with respect to p22 by making
it unity, in which case p21(norm) = 0.598, p22(norm) = 1 and p23(norm) =
0.968. 2
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Example 8.3

The numerical Example 7.1 is used to illustrate the eigenvalue computa-
tion. Compute the eigenvalues, as well as the participation factors, for
the eigenvalues for the nominal loading of Example 7.1. The damping
Di ≡ 0(i = 1, 2, 3). The machine and exciter data are given in Table 7.3.
Loads are assumed as constant power type.

Solution

Following the linearization procedure results in a 21× 21 sized Asys matrix.
Because of zero-damping, two zero eigenvalues are obtained. The eigenval-
ues are shown in Table 8.1. The participation factors associated with the

Table 8.1: Eigenvalues of the 3-Machine System

-0.7209 ±j12.7486
-0.1908 ±j8.3672
-5.4875 ±j7.9487
-5.3236 ±j7.9220
-5.2218 ±j7.8161
-5.1761
-3.3995
-0.4445 ±j1.2104
-0.4394 ±j0.7392
-0.4260 ±j0.4960
-0.0000
-0.0000
-3.2258

eigenvalues are given in Table 8.2. Only the participation factors greater
than 0.2 are listed. Also shown are the state variables and the machines
associated with these state variables. From a practical point of view, this
information is very useful. 2
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Table 8.2: Eigenvalues and Their Participation Factors

Eigenvalue Machine Number Machine Variable PF

-0.7209 ± j12.7486 3 δ, ω 1.0, 1.0
2 δ, ω 0.22, 0.22

-0.1908 ± j8.3672 2 δ, ω 1.0, 1.0
1 δ, ω 0.42, 0.42

-5.4875 ± j7.79487 2 VR, Efd 1.0, 0.98
2 Rf 0.29

-5.3236 ± j7.9220 3 VR,Efd 1.0, 0.98
3 Rf 0.29

-5.2218 ± j7.8161 1 VR, Efd 1.0, 0.97
1 Rf 0.31

-5.1761 2 E′
d 1.0

3 E′
d 0.92

-3.3995 3 E′
d 1.0

-3.2258 2 E′
d 0.89

-0.4445 ± j1.2104 1 E′
q, Rf 1.0, 0.74

2 E′
q, Rf 0.67, 0.48

3 E′
q, Rf 0.38, 0.28

-0.4394 ± j0.7392 1 E′
q, Rf 1.0, 0.78

2 E′
q, Rf 0.78, 0.60

3 E′
q 0.22

-0.4260 ± j0.4960 3 E′
q, Rf 1.0, 0.83

2 E′
q, Rf 0.43, 0.33

0.0000 1 δ, ω 1.0, 1.0
2 δ, ω 0.26, 0.26

0.0000 1 δ, ω 1.0, 1.0
2 δ, ω 0.26, 0.26

8.4 Studies on Parametric Effects

In this section, the effect of various parameters on the small-signal stability
of the system is studied.

8.4.1 Effect of loading

The WSCC 3-machine, 9-bus system of Chapter 7 is considered. The real
or reactive loads at a particular bus/buses are increased continuously. At
each step, the initial conditions of the state variables are computed, after
running the load flow, and linearization of the equations is done. Ideally, the
increase in load is picked up by the generators through the economic load
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dispatch scheme. To simplify matters, the load increase is allocated among
the generators (real power) in proportion to their inertias. In the case of
increase of reactive power, it is picked up by the PV buses. The Asys
matrix is formed, and its eigenvalues are checked for stability. Also det JLF

and det J ′
AE are computed. The step-by-step algorithm is as follows:

1. Increase the load at bus/buses for a particular generating unit model.

2. If the real load is increased, then distribute the load among the various
generators in proportion to their inertias.

3. Run the load flow.

4. Stop, if the load flow fails to converge.

5. Compute the initial conditions of the state variables, as discussed in
Chapter 7.

6. From the linearized DAE model, compute the various matrices.

7. Compute det JLF ,det J ′
AE , and the eigenvalues of Asys.

8. If Asys is stable, then go to step (1).

9. If unstable, identify the states associated with the unstable eigen-
value(s) of Asys using the participation factor method, and go to
step (1).

The above algorithm is implemented for models A and B. Nonuniform
damping is assumed by choosing D1 = 0.0254, D2 = 0.0066, and D3 =
0.0026. The results are summarized in Tables 8.3 and 8.4. It is observed that
for constant power load, with model A and the IEEE-Type I slow exciter, it
is the voltage control mode that goes unstable at PL5 = 4.5 pu. Examination
of the participation factor indicates that the pair of state variables E ′

q, Rf

of machine 1 in the excitation system is responsible for this model. In the
case of model B, the mode that goes unstable is due to the electromechanical
variables δ, ω of machine 2 at a load of 4.6 pu. A value ofKA = 45 is assumed.
The point at which the eigenvalues cross over to the right-half plane is called
the Hopf bifurcation point, and the point at which the det J ′

AE changes sign
is the singularity-induced bifurcation. These are discussed in the literature
in detail [82, 85].
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Table 8.3: Eigenvalues with Model A, KA = 20

Load at Bus 5 sgn(detJLF ) sgn(detJ ′
AE

) Critical Eigenvalue(s) Associated States
4.3 + + -0.1618 ± j1.9769 E′

q1, Rf1

4.4 + + -0.0522 ± j2.1102 E′
q1, Rf1

4.5 (A) + + 0.1268 ± j2.2798 E′
q1, Rf1

4.6 + + 0.4446 ± j2.4911 E′
q1, E′

q2

4.7 + + 1.0825 ± j2.7064 E′
q1, E′

q2, E′
d2

4.8 + + 2.6051 ± j2.4392 E′
d2

, E′
q1, E′

q2, E′
d3

4.9 + + 17.568, 1.7849 E′
d2, E′

q1

5.0 (B) + – 1.0526 E′
q1

5.1 + – 0.6553 E′
q1

5.2 + – 0.3505 E′
q1

5.3 + – 0.0496 E′
q1, δ1, δ2

5.35 – – -0.1454 ω1

5.45 LF does not converge

8.4.2 Effect of KA

It was found that, for model A, the increase in KA alone did not lead to
any instability. The stabilizing feedback in the IEEE-Type I exciter was
removed, and then an increase in KA led to instability for this model, as
well. For model B, a sufficient increase in KA led to instability even for a
nominal load.

8.4.3 Effect of type of load

Appropriate voltage-dependent load modeling can be incorporated into the
dynamic model by specifying the load functions. The load at any bus i is
given by

PLi = PLio

(
Vi

Vio

)npi

i = 1, . . . , n (8.85)

QLi = QLio

(
Vi

Vio

)nqi

i = 1, . . . , n (8.86)

where PLio and QLio are the nominal real and reactive powers, respectively,
at bus i, with the corresponding voltage magnitude Vio, and npi, nqi are the
load indices. Three types of load are considered.

1. Constant power type (np = nq = 0).

2. Constant current type (np = nq = 1).



238 CHAPTER 8. SMALL-SIGNAL STABILITY

Table 8.4: Eigenvalues with Model B, KA = 45

Load at Bus 5 sgn(detJLF ) sgn(detJ ′
AE

) Critical Eigenvalue(s) Associated States
4.3 + + -0.1119 ± j8.8738 δ2, ω2

4.4 + + -0.0729 ± j8.8401 δ2, ω2

4.5 + + -0.0035 ± j8.8183 δ2, ω2

4.6 (A) + + 0.0901 ± j8.8421 δ2, ω2

4.7 + + 0.1587 ± j8.9371 δ2, ω2

4.8 + + 0.1292 ± j9.0538 δ2, ω2

4.9 + + 0.7565 ± j20.1162 E′
q1, E′

d1
0.0471 ± j9.0902 δ2, ω2

5.0 (B) + – 14.7308 E′
q1, E′

d1

5.1 + – 7.1144 E′
q1

5.2 + – 4.2567 E′
q1

5.3 + – 2.3120 E′
q1

5.4 – – -0.0597 ± j8.7819 δ2, ω2

5.5 LF does not converge

3. Constant impedance type (np = nq = 2).

The step-by-step procedure of analysis for a given generating-unit model is
as follows:

1. Select the type of the load at various buses (i.e., choose values of np

and nq at each bus).

2. Compute the system matrix.

3. Compute the eigenvalues of Asys for stability analysis.

For the three types of loads mentioned earlier, the eigenvalues of model A
for increased values of load PLo at bus 5 are listed in Tables 8.5, 8.6 to 8.7.
First of all, the relative stability of constant power, constant current, and

constant impedance-type load has been shown for a nominal operating point
PLo = 1.5 pu and QLo = 0.5 pu (Table 8.5). We observe that the system is
dynamically stable for all types of loads. For an increased value of load at
bus 5 (PLo = 4.5 pu, QLo = 0.5 pu), the eigenvalues are listed in Table 8.6.
From Table 8.6 we observe that, for this increased load at bus 5, the system
becomes dynamically unstable if the load is treated as a constant power
type, whereas for the other two types of loads the system remains stable.
Finally, we take another case (PLo = 4.6 pu, QLo = 0.5 pu), in which we
show that the constant impedance type load is more stable than the constant
current type. To demonstrate this condition, we take model B with a high
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Table 8.5: Eigenvalues for Different Types of Load at Bus 5 for model A
(PLo = 1.5 pu; QLo = 0.5 pu): (a) constant power; (b) constant current;
(c) constant impedance

Constant Power Constant Current Constant Impedance
(a) (b) (c)

-0.7927 ± j12.7660 -0.7904 ± j12.7686 -0.7887 ± j12.7706
-0.2849 ± j8.3675 -0.2768 ± j8.3447 -0.2703 ± j8.3271
-5.5187 ± j7.9508 -5.5214 ± j7.9516 -5.5236 ± j7.9523
-5.3325 ± j7.9240 -5.3335 ± j7.9247 -5.3344 ± j7.9253
-5.2238 ± j7.8156 -5.2273 ± j7.8259 -5.2301 ± j7.8337
-5.2019 -5.2030 -5.2039
-3.4040 -3.4462 -3.4801
-0.4427 ± j1.2241 -0.4537 ± j1.1822 -0.4617 ± j1.1489
-0.4404 ± j0.7413 -0.4412 ± j0.7416 -0.4419 ± j0.7418
-0.0000 -0.0000 -0.0000
-0.1975 -0.1974 -0.1973
-0.4276 ± j0.4980 -0.4276 ± j0.4980 -0.4277 ± j0.4980
-3.2258 -3.2258 -3.2258

gain of the exciter (KA = 175). The eigenvalues for various kind of loads
are listed in Table 8.7. Both the constant power and constant current cases
are unstable, whereas the constant impedance type is stable. These results
corroborate the observation in the literature that constant power gives poor
results as far as network loadability is concerned [84].

8.4.4 Hopf bifurcation

For model A, when the load is increased at bus 5, it is observed that the
critical modes for the unstable eigenvalues are the electrical ones associated
with the exciter, and are complex (Table 8.3). At a load of 4.5 pu, the
eigenvalues cross the jω axis. This is known as Hopf bifurcation (point A).
When the load is increased from 4.8 pu to 4.9 pu, the complex pair of unstable
eigenvalues splits into real ones that move in opposite directions along the
real axis. The one moving along the positive real axis eventually comes
back to the left-half plane via +∞ when the load at bus 5 is increased from
4.9 pu to 5.0 pu (point B). This is the point at which det J ′

AE changes sign.
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Table 8.6: Eigenvalues for Different Types of Load at Bus 5 for Model A
(PLo = 4.5 pu; QLo = 0.5 pu): (a) constant power; (b) constant current;
(c) constant impedance

Constant Power Constant Current Constant Impedance
(a) (b) (c)

-0.7751 ± j12.7373 -0.7335 ± j12.7842 -0.7285 ± j12.7936
-0.2845 ± j8.0723 -0.2497 ± j8.0650 -0.2444 ± j8.0659
-6.7291 ± j7.8883 -6.7669 ± j7.9730 -6.7760 ± j7.9895
-5.6034 ± j7.9238 -5.6287 ± j7.9557 -5.6338 ± j7.9639
-5.2935 ± j7.6433 -5.2812 ± j7.8419 -5.2938 ± j7.8712
-5.2541 -5.2715 -5.2790
0.1268 ± j2.2798 -3.5296 -3.8105
-2.5529 -0.5020 ± j1.2531 -0.5303 ± j1.0434
-0.4858 ± j0.7475 -0.0000 -0.4950 ± j0.7653
-0.0000 -0.4910 ± j0.7561 -0.5371 ± j0.5336
-0.5341 ± j0.5306 -0.5360 ± j0.7561 -0.0000
-0.1976 -0.1972 -0.1970
-3.2258 -3.2258 -3.2258

This is also known as singularity-induced bifurcation in the literature [85].
The other unstable real eigenvalue moves to the left, and is sensitive to the
variable E ′

q1 of the exciter. This eigenvalue returns to the left-half plane
at a loading of approximately 5.4 pu, and the system is again dynamically
stable (point C). For the load at bus 5 = 5.5 pu, the load flow does not
converge. It is possible through other algebraic techniques to reach the
nose of the PV curve or the saddle node bifurcation. This phenomenon
is pictorially indicated in the PV curve for model A and also is the locus
of critical eigenvalue(s) in the s-plane (Figures 8.5 and 8.6). At point A,
Hopf bifurcation occurs, and it has been shown to be subcritical, i.e., the
limit cycle corresponding to the E ′

q − Rf pair is unstable [86]. However,
load-flow solution still exists. In this region, E ′

q and Rf state variables are
clearly dominant initially. As the eigenvalues become real and positive, other
state variables start participating substantially in the unstable eigenvalues,
as indicated in Table 8.3. For model B, which has the fast static exciter with
a single time constant, the modes that go unstable are the electromechanical
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Table 8.7: Eigenvalues for Different Types of Load at Bus 5 for Model B with
KA = 175(PLo = 4.6 pu, QLo = 0.5 pu): (a) constant power; (b) constant
current; (c) constant impedance

Constant Power Constant Current Constant Impedance
(a) (b) (c)

-1.9610 ± j19.3137 -0.2039 ± j15.5128 -0.2054 ± j15.5285
-0.1237 ± j15.5812 -2.2586 ± j12.4273 -2.1834 ± j11.1128
0.4495 ± j9.1844 0.1441 ± j9.0636 -0.0607 ± j9.1218
-3.1711 ± j8.2119 -3.1359 ± j8.1099 -3.0930 ± j8.0364
-2.7621 ± j7.1753 -2.7599 ± j7.1594 -2.7575 ± j7.1462
-0.0000 -0.0000 -0.0000
-0.1987 -0.1989 -0.1990

ones (Table 8.4).

When the Hopf bifurcation phenomenon in power systems was first dis-
cussed in the literature for a single-machine case, the electromechanical mode
was considered as the critical one [78, 87]. It was called low-frequency oscil-
latory instability. In studies relating to voltage collapse, it was shown that
the exciter mode may go unstable first [82]. From Tables 8.3 and 8.4, it
is seen that both the exciter modes and the electromechanical modes are
critical in steady-state stability and voltage collapse, and that they both
participate in the dynamic instability depending on the machine and exciter
models. Hence, decoupling the QV dynamics from the Pδ dynamics as sug-
gested in the literature may not always hold. It may be true for special
system configuration/operating conditions. Load dynamics, if included, can
be considered as fast dynamics, and the phenomenon of det J ′

AE changing
sign will still exist. In conventional bifurcation-theory terms, one can think
of solving g(x, y) = 0 for y = h(x) in (8.2) and substituting this in the dif-
ferential equation (8.1) to get ẋ = f(x, h(x)). The change in sign of det J ′

AE

(which generally agrees with the sign of JAE in (8.5)) is the instant at which
the solution of y is no longer possible. This is also tied in with the concept
of the implicit function theorem in singular perturbation theory.
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Figure 8.5: PV curve for bus 5 with model A

8.5 Electromechanical Oscillatory Modes

These are the modes associated with the rotor angles of the machines. These
can be identified through a participation factor analysis in the detailed
model. In the classical model with internal node description, we have only
the rotor angle modes. We now discuss the computation of these modes
as a special case. The equations have been derived in Chapter 7 and are
reproduced below.

dδi
dt

= ωi − ωs i = 1, . . . ,m (8.87)

2Hi

ωs

dωi

dt
= TMi −






E2

i Gii +
m∑

j=1

6=i

(Cij sin δij +Dij cos δij)







= TMi − Pei i = 1, . . . ,m. (8.88)
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Figure 8.6: The qualitative behavior of the critical modes of Asys as a
function of the load at bus 5 (model A)

Linearization around an operating point o gives

d

dt
∆δi = ∆ωi (8.89)

d

dt
∆ωi =

ωs

2Hi
[∆TMi − ∆Pei]. (8.90)

Because TMi = constant, and ∆Pei =
∑m

j=1
∂Pei

∂δj
∆δj , we get

d

dt
∆δi = ∆ωi (8.91)

d

dt
∆ωi = − ωs

2Hi

m∑

j=1

(

∂Pei

∂δj
∆δj

)

(8.92)

where

−∂Pei

∂δj

{

= −∑m
j=1 6=i

(Cij cos δo
ij −Dij sin δo

ij) j = i

= Cij cos δo
ij −Dij sin δo

ij j 6= i
(8.93)
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In matrix form we have














∆δ̇1
...

∆δ̇m
∆ω̇1

...
∆ω̇m














=

[

0 I

Aω 0

]














∆δ1
...

∆δm
∆ω1

...
∆ωm














. (8.94)

The elements of Aω are given by −ωs

2Hi

∂Pei

∂δj
. The matrix Aω can be written as

Aω =







−ωs

2H1

∂Pe1
∂δ1

· · · −ωs

2H1

∂Pe1
∂δm

...
...

−ωs

2Hm

∂Pem

∂δ1
· · · ωs

2Hm

∂Pem

∂δm







o

. (8.95)

The elements of Aω can also be expressed in a polar notation by noting that

Cij = EiEjBij = EiEjYij sin ∝ij

and

Dij = EiEjGij = EiEjYij cos ∝ij .

Hence, in (8.93)

Cij cos δo
ij −Dij sin δo

ij = EiEjYij sin(∝ij −δo
ij). (8.96)

Therefore

−∂Pei

∂δj
=







−∑m
j=1

6=i
EiEjYij sin(∝ij −δo

ij) j = i

EiEjYij sin(∝ij −δo
ij) j 6= i

(8.97)

For the 3-machine case

Aω = ωs







−1

2H1
[E1E2Y12 sin(∝12 −δo

12
) 1

2H1
E1E2Y12 sin(∝12 −δo

12
) 1

2H1
[E1E3Y13 sin(∝13 −δo

13
)]

+E1E3Y13 sin(∝13 −δo
13

)]
1

2H2
[E1E2Y21 sin(∝21 −δo

21
)]

−1

2H2
[E2E1Y21 sin(∝21 −δo

21
) 1

2H2
[E2E3Y23 sin(∝23 −δo

23
)]

+E2E3Y23 sin(∝23 −δo
23

)]
1

2H3
[E3E1Y13 sin(∝31 −δo

31
)] 1

2H3
[E3E2Y23 sin(∝23 −δo

32
)] −1

2H3
[E3E1Y13 sin(∝31 −δo

31
)

+E2E2Y23 sin(∝32 −δo
32

)]







(8.98)
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Aω is not symmetric, since δij = −δji, although ∝ij=∝ji. However, the sum
of the three columns = 0, hence, the rank of Aω = 2. This means that
one eigenvalue of Aω = 0. Aω can be expressed as Aω = M−1K, where

M−1 =
[

diag
(

ωs

2Hi

)]

and K = [Kij ]:

Kij = −
m∑

j=1 6=i

EiEjYij sin(∝ij −δo
ij) j = i (8.99)

= EiEjYij sin(∝ij −δo
ij) j 6= i. (8.100)

Kij ’s are called the synchronizing coefficients, and are equivalent to those in
(8.93).

Eigenvalues of A and Aω

Case (a): Transfer conductances are neglected, i.e., Gij = 0.
This implies ∝ij=

π
2 andKij = Kji by inspection from (8.99) and (8.100).

Hence, the matrix K is symmetric. It can be shown mathematically that
(1) the eigenvalues of

A =

[

0 U

M−1K 0

]

(8.101)

are the square roots of the eigenvalues of Aω = M−1K. (2) The eigenvalues
of Aω are real, including one zero eigenvalue. The zero eigenvalue is due to
the fact that a reference angle is necessary, and the angles appear only as
differences. Hence, A has a pair of zero eigenvalues. If the real eigenvalues of
Aω are negative, then A has complex pairs of eigenvalues on the imaginary
axis. The nonzero eigenvalues ±jωk of A(k = 1, 2, . . . ,m − 1) define the
electromechanical modes. If Aω has a positive real eigenvalue, then A has at
least one positive real eigenvalue, and, hence, the system is unstable.

Case (b): Gij 6= 0(i 6= j).
K is not symmetric. However, Aω will still have a zero eigenvalue. Hence,

A will also have two zero eigenvalues. It appears that the eigenvalues of A
are also the square roots of the eigenvalues of Aω.

Example 8.4

Compute the electromechanical modes with and without transfer conduc-
tances for the 3-machine system. In Example 7.6, the voltages behind tran-
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sient reactances and the reduced-order model at the internal buses around
the operating point have been computed. They are reproduced below

E1 = 1.054 6 2.27o E2 = 1.05 6 19.75o E3 = 1.02 6 13.2o.

The Y int matrix is given by

Y int =






0.845 − j2.988 0.287 + j1.513 0.210 + j1.226
0.287 + j1.513 0.420 − j2.724 0.213 + j1.088
0.210 + j1.226 0.213 + j1.088 0.277 − j2.368




 .

The elements of Aω are calculated as follows

ωs

2H1
= 7.974 ,

ωs

2H2
= 29.453 ,

ωs

2H3
= 62.625

C12 = 1.678 , C13 = 1.321 , G11 = 0.845 , | E1 |= 1.054

D12 = 0.318 , D13 = 0.226

C21 = 1.678 , C23 = 1.165 , G22 = 0.420 , | E2 |= 1.05

D21 = 0.318 , D23 = 0.228

C31 = 1.313 , C32 = 1.165 , C33 = 0.277 , | E3 |= 1.02

D31 = 0.226 , D32 = 0.228

δo
12 = −17.46o , δo

13 = −10.91o , δo
23 = 6.55o.

We next obtain the following quantities for use in computing elements of Aω

C12 cos δo
12 −D12 sin δo

12 = 1.696

C13 cos δo
13 −D13 sin δo

13 = 1.332

C21 cos δo
21 −D21 sin δo

21 = 1.506

C23 cos δo
23 −D23 sin δo

23 = 1.139

C31 cos δo
31 −D31 sin δo

31 = 1.246

C32 cos δo
32 −D32 sin δo

32 = 1.191.

From (8.93), we can now calculate the elements of Aω.

Case (a): Aω for Gij 6= 0 is

Aω =






−24.209 13.521 10.688
44.356 −77.902 33.546
78.031 74.586 −152.617




 .
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Case (b): With Gij = 0

Aω =






−23.83 13.15 10.68
45.64 −79.04 33.40
78.48 74.28 −152.76




 .

The eigenvalues of A are obtained as

Case (a):

0, 0, ± j8.7326, ± j13.393

Case (b):

0, 0, ± j9.807, ± j13.435

Notice the difference by neglecting Gij . 2

8.6 Power System Stabilizers

So far we have discussed the linearized model, eigenvalues, and its application
to voltage stability in the context of a multimachine power system. We now
discuss a stabilizing device, called the power system stabilizer (PSS), used to
damp out the low-frequency oscillations. Although considerable research is
being done in designing PSS for a multimachine system, no definitive results
have been applied in the field. The design is still done on the basis of a single
machine infinite bus (SMIB) system. The parameters are then tuned on-line
to suppress the modes, both the local and inter-area modes. We explain the
basic approach based on control theory, and illustrate it with an example.

8.6.1 Basic approach

The differential-algebraic nonlinear model of a single machine connected to
an infinite bus is given by

ẋ = f(x, y, u) (8.102)

0 = g(x, y) (8.103)

where x is the state vector, y is the vector of algebraic variables, and g
consists of the stator algebraic and the network equations. Let the operating
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point be xo, yo, uo. The perturbed variables are x = xo + ∆x, y = y0 + ∆y,
and u = uo + ∆u. Linearization of (8.102) and (8.103) leads to

∆ẋ = A∆x+B∆y +E∆u (8.104)

0 = C∆x+D∆y. (8.105)

If D is invertible,

∆y = −D−1C∆x (8.106)

Therefore

∆ẋ = (A−BD−1C)∆x+E∆u = Asys∆x+E∆u. (8.107)

A,B,C,D, and E are appropriate Jacobians of (8.102) and (8.103) evaluated
at the operating point. We illustrate the procedure for a single-machine
system. Equation (8.103) consists of the two stator algebraic equations and
the network equations in either the power-balance or the current-balance
form.

8.6.2 Derivation of K1 − K6 constants [78,88]

Historically, when low-frequency oscillations were first investigated analyt-
ically, they took a two-step approach. A single machine connected to an
infinite bus is chosen to analyze the local (plant) mode of oscillation in the
1- to 3-Hz range. A flux-decay model is linearized with Efd as an input, and
the model so obtained is put in a block diagram form. Then a fast-acting
exciter between ∆Vt and ∆Efd is introduced in the block diagram. In the
resulting state-space model, certain constants called the K1-K6 are identi-
fied. These constants are functions of the operating point. The state-space
model is then used to examine the eigenvalues, as well as to design sup-
plementary controllers to ensure adequate damping of the dominant modes.
The real and imaginary parts of the electromechanical mode are associated
with the damping and synchronizing torques, respectively. We now outline
this approach, which is a special case of the general development discussed
in the earlier sections of this chapter.

The single machine connected to an infinite bus through an external
reactance Xe and resistance Re is the widely used configuration with a flux-
decay model and stator resistance equal to zero. No local load is assumed
at the generator bus. Figure 8.7 shows the system. The flux-decay model
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Vt ejθ

Re j Xe

V∞  ∠0˚(Id + j Iq) ej(δ–π/2)

Figure 8.7: Single-machine infinite-bus system

of the machine only is given by (8.62)-(8.64), with Efd being treated as an
input; the equations are given below.

Ė′
q = − 1

T ′
do

(E′
q + (Xd −X ′

d)Id −Efd) (8.108)

δ̇ = ω − ωs (8.109)

ω̇ =
ωs

2H
[TM − (E′

qIq + (Xq −X ′
d)IdIq +D(ω − ωs))]. (8.110)

The stator algebraic equations are given by (8.66) and (8.67), and we assume
Rs = 0. We use Vt to denote the magnitude of the generator terminal voltage.
The equations are

XqIq − Vt sin (δ − θ) = 0 (8.111)

E′
q − Vt cos (δ − θ) −X ′

dId = 0. (8.112)

Now

(Vd + jVq)e
j(δ−π/2) = Vte

jθ.

Hence

Vd + jVq = Vte
jθe−j(δ−π/2). (8.113)

Expansion of the right-hand side results in

Vd + jVq = Vt sin (δ − θ) + jVt cos (δ − θ). (8.114)
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Hence, Vd = Vt sin(δ − θ) and Vq = Vt cos(δ − θ). Substituting for Vd and Vq

in (8.111) and (8.112), we get the stator algebraic equations

XqIq − Vd = 0 (8.115)

E′
q − Vq −X ′

dId = 0. (8.116)

The network equation is (assuming zero phase angle at the infinite bus)

(Id + jIq)e
j(δ−π/2) =

(Vd + jVq)e
j(δ−π/2) − V∞6 0o

Re + jXe
(8.117)

(Id + jIq) =
(Vd + jVq) − V∞e−j(δ−π/2)

Re + jXe
. (8.118)

Cross-multiplying and separating into real and imaginary parts,

ReId −XeIq = Vd − V∞ sin δ (8.119)

XeId +ReIq = Vq − V∞ cos δ. (8.120)

We thus have, for the single-machine case, the differential equations (8.108)–
(8.110) and the algebraic equations (8.115), (8.116), (8.119), and (8.120).
We linearize them around an operating point, and eliminate the algebraic
variables Id, Iq, θ, Vd, Vq as follows.

Linearization

Step 1: Linearize the algebraic equations (8.115) and (8.116):

[

∆Vd

∆Vq

]

=

[

0 Xq

−X ′
d 0

] [

∆Id
∆Iq

]

+

[

0
∆E′

q

]

. (8.121)

Step 2: Linearize the load-flow equations (8.119) and (8.120):

[

∆Vd

∆Vq

]

=

[

Re −Xe

Xe Re

] [

∆Id
∆Iq

]

+

[

V∞ cos δo

−V∞ sin δo

]

∆δ. (8.122)

Step 3: Equate the right-hand sides of (8.121) and (8.122), and simplify

[

Re −(Xe +Xq)
(Xe +X ′

d) Re

] [

∆Id
∆Iq

]

=

[

0
∆E′

q

]

+

[

−V∞ cos δo

V∞ sin δo

]

∆δ.

(8.123)
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Now

[

Re −(Xe +Xq)
(Xe +X ′

d) Re

]−1

=
1

∆

[

Re (Xe +Xq)
−(Xe +X ′

d) Re

]

(8.124)

where the determinant ∆ is given by

∆ = R2
e + (Xe +Xq)(Xe +X ′

d).

Solve for ∆Id, ∆Iq in (8.123), to get (after simplification)

[

∆Id
∆Iq

]

=
1

∆

[

(Xe +Xq) | −ReV∞ cos δo + V∞ sin δo(Xq +Xe)
Re | ReV∞ sin δo + V∞ cos δo(X ′

d +Xe)

]

[

∆E′
q

∆δ

]

. (8.125)

Step 4: Linearize the differential equations (8.108)–(8.110). We introduce
the normalized frequency ν = ω

ωs
so that the linearized differential equations

become






∆Ė′
q

∆δ̇
∆ν̇




 =






−1
T ′

do

0 0

0 0 ωs
−Io

q

2H 0 −Dωs

2H











∆E′
q

∆δ
∆ν






+






−1
T ′

do

(Xd −X ′
d) 0

0 0
1

2H I
o
q (X ′

d −Xq)
1

2H (X ′
d −Xq)I

o
d − 1

2HE
′o
q






[

∆Id
∆Iq

]

+






1
T ′

do

0

0 0
0 1

2H






[

∆Efd

∆TM

]

. (8.126)

Step 5: Substitute for ∆Id,∆Iq from (8.125) into (8.126) to obtain

∆Ė′
q = − 1

K3T
′
do

∆E′
q −

K4

T ′
do

∆δ +
1

T ′
do

∆Efd (8.127)

∆δ̇ = ωs∆ν (8.128)

∆ν̇ = −K2

2H
∆E′

q −
K1

2H
∆δ − Dωs

2H
∆ν +

1

2H
∆TM (8.129)
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where

1

K3
= 1 +

(Xd −X ′
d)(Xq +Xe)

∆
(8.130)

K4 =
V∞(Xd −X ′

d)

∆
[(Xq +Xe) sin δo −Re cos δo] (8.131)

K2 =
1

∆
[Io

q ∆ − Io
q (X ′

d −Xq)(Xq +Xe) −Re(X
′
d −Xq)I

o
d +ReE

′o
q ]

(8.132)

K1 = − 1

∆
[Io

qV∞(X ′
d −Xq){(Xq +Xe) sin δo −Re cos δo}

+V∞{(X ′
d −Xq)I

o
d −E′o

q }{(X ′
d +Xe) cos δo +Re sin δo}].

(8.133)

Since

Vt =
√

V 2
d + V 2

q

V 2
t = V 2

d + V 2
q

2Vt∆Vt = 2V o
d ∆Vd + 2V o

q ∆Vq

∆Vt =
V o

d

Vt
∆Vd +

V o
q

Vt
∆Vq. (8.134)

Substituting (8.125) in (8.121) results in

[

∆Vd

∆Vq

]

=
1

∆

[

0 Xq

−X ′
d 0

]

[

Xq +Xe −ReV∞ cos δo + V∞(Xq +Xe) sin δo)
Re ReV∞ sin δo + V∞ cos δo(X ′

d +Xe)

]

[

∆E′
q

∆δ

]

+

[

0
∆E′

q

]

=
1

∆

[

XqRe

−X ′
d(Xq +Xe)

Xq(ReV∞ sin δo + V∞ cos δo(X ′
d +Xe)

−X ′
d(−ReV∞ cos δo + V∞(Xq +Xe) sin δo)

]

[

∆E′
q

∆δ

]

+

[

0
∆E′

q

]

. (8.135)
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Substituting (8.135) in (8.134) gives

∆Vt = K5∆δ +K6∆E
′
q (8.136)

where

K5 =
1

∆

{
V o

d

Vt
Xq

[

ReV∞ sin δo + V∞ cos δo(X ′
d +Xe)

]

+
V o

q

Vt

[
X ′

d(ReV∞ cos δo − V∞(Xq +Xe) sin δo)
]
}

(8.137)

K6 =
1

∆

{
V o

d

Vt
XqRe −

V o
q

Vt
X ′

d(Xq +Xe)

}

+
V o

q

Vt
. (8.138)

The constants that we have derived are called the K1-K6, developed by
Heffron-Phillips [88], and later by DeMello-Concordia [78], for the study of
local low-frequency oscillations.

Example 8.5

In Figure 8.7, assume that Re = 0, Xe = 0.5 pu, Vt 6 θ = 1 6 15o pu, and
V∞6 0o = 1.05 6 0o pu. The machine data are H = 3.2 sec, T ′

do = 9.6 sec,
KA = 400, TA = 0.2 sec, Rs = 0.0 pu, Xq = 2.1 pu, Xd = 2.5 pu, X ′

d =
0.39 pu,D = 0, and ωs = 377. Using the flux-decay model, find (1) the initial
values of state and algebraic variables, as well as Vref, TM , and (2) K1-K6
constants.

1. Computation of Initial Conditions
The technique discussed in Section 7.6 is followed. The superscript o
on the algebraic and state variables is omitted.

IGe
jγ = (Id + jIq)e

j(δ−π/2) =
1 6 15o − 1.05 6 0o

j0.5
= 0.5443 6 18o

δ(0) = angle of E where E = Vte
jθ + (Rs + jXq)IGe

jγ .

E = 1 6 15o + (j2.1)(0.5443 6 18o)

= 1.4788 6 65.52o.

Therefore δ(0) = 65.52o. Id+jIq = IGe
jγe−j(δ−π/2) = 0.5443 6 42.48o, Id =

0.4014, and Iq = 0.3676

Vd + jVq = V ejθe−j(δ−π/2)

= 1 6 39.48o.
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Hence

Vd = 0.77185, Vq = 0.63581.

From (8.116):

E′
q = Vq +X ′

dId

= 0.63581 + (0.39)(0.4014) = 0.7924.

From (8.62)–(8.65), setting derivatives = 0,

Efd = E′
q + (Xd −X ′

d)Id

= 0.7924 + (2.5 − 0.39)0.4014 = 1.6394

Vref = Vt +
Efd

KA
= 1 +

1.6394

400
= 1.0041

ωs = 377, TM = E′
qIq + (Xq −X ′

d)IdIq

= (0.7924)(0.3676) + (2.1 − 0.39)(0.4014)(0.3676)

= 0.5436.

This completes the calculation of the initial values.

2. Computation of K1-K6 Constants
The formulas given in (8.130)–(8.134) and (8.137)–(8.138) are used.

∆ = R2
e + (Xe +Xq)(Xe +X ′

d)

= 2.314
1

K3
= 1 +

(Xd −X ′
d)(Xq +Xe)

∆
= 3.3707

K3 = 0.296667

K4 =
V∞(Xd −X ′

d)

∆
[(Xq +Xe) sin δo −Re cos δo]

= 2.26555

K2 =
1

∆
[Io

q∆ − Io
q (X ′

d −Xq)(Xq +Xe) −Re(X
′
d −Xq)I

o
d +ReE

′o
q ]

= 1.0739.

Similiarly, K1, K5, and K6 are calculated as

K1 = 0.9224

K5 = 0.005

K6 = 0.3572. 2
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8.6.3 Synchronizing and damping torques

To the single-machine infinite-bus system of Figure 8.7, we add a fast exciter
whose state-space equation is

TAĖfd = −Efd +KA(Vref − Vt). (8.139)

The linearized form of (8.139) is

TA∆Ėfd = −∆Efd +KA(∆Vref − ∆Vt). (8.140)

Then the machine differential equations (8.127)–(8.129), the exciter equation
(8.140), and the algebraic equation (8.136) can be put in the block diagram
form shown in Figure 8.8. Both the normalized frequency ν and ω in rad/sec

K2

K1

D

K4 K5

K6

∆Eq′

∆Te

∆Efd

∆Vref
∆Vt

∆ω

∆TM

(rad/sec)

1
s2Hs

K3

1 + K3 Tdos′
KA

1 + STA

–

–

–+

– – +

++

∆δ (rad)1 ∆ν
ωs

+

Figure 8.8: Block diagram of the incremental flux-decay model with fast
exciter (dotted portion represents the exciter)

are shown. System loading, as well as the external network parameter Xe,
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affect the parameters K1 −K6. Generally these are > 0, but under heavy
loading, K5 might become negative, contributing to negative damping and
instability, as we explain below.

Damping of Electromechanical Modes

There are two ways to explain the damping phenomena:

1. State-space analysis [89]

2. Frequency-domain analysis [78]

1. State-space analysis (assume that ∆TM ≡ 0)

Equations (8.127)–(8.129) are rewritten in matrix form as






∆Ė′
q

∆δ̇
∆ν̇




 =






− 1
K3T ′

do

−K4
T ′

do
0

0 0 ωs
−K2
2H

−K1
2H −Dωs

2H











∆E′
q

∆δ
∆ν




+






1
T ′

do

0
0




∆Efd.

(8.141)

Note that, instead of ∆ω, we have used the normalized frequency deviation
∆ν = ∆ω/ωs. Hence, the last row in (8.141) is

∆ν̇ = −K2

2H
∆E′

q −
K1

2H
∆δ − Dωs

2H
∆ν. (8.142)

∆Efd is the perturbation in the field voltage. Without the exciter, the
machine is said to be on “manual control.” The matrix generally has a pair of
complex eigenvalues and a negative real eigenvalue. The former corresponds
to the electromechanical mode (1 to 3-Hz range), and the latter the flux-
decay mode. Without the exciter (i.e., KA = 0), there are three loops in the
block diagram (Figure 8.8), the top two loops corresponding to the complex
pair of eigenvalues, and the bottom loop due to ∆E ′

q through K4, resulting
in the real eigenvalue. Note that the bottom loop contributes to positive
feedback. Hence, the torque-angle eigenvalues tend to move to the left-half
plane, and the negative real eigenvalue to the right. Thus, with constant Efd,
there is “natural” damping. With enough gain, the real pole may go to the
right-half plane. This is referred to as monotonic instability. In the power
literature, this twofold effect is described in more graphic physical terms.
The effect of the lag associated with the time constant T ′

do is to increase the
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damping torque but to decrease the synchronizing torque. Now, if we add
the exciter through the simplified representation, the state-space equation
will now be modified by making ∆Efd a state variable. The equation for
∆Efd is given by (8.140) as

∆Ėfd = − 1

TA
∆Efd +

KA

TA
(∆Vref − ∆Vt)

= − 1

TA
∆Efd −

KAK5

TA
∆δ − KAK6

TA
∆E′

q +
KA

TA
∆Vref.(8.143)

Ignoring the dynamics of the exciter for the moment, if K5 < 0 and KA is
large enough, then the gain through T ′

do is approximately −(K4+KAK5)K3.
This gain may become positive, resulting in negative feedback for the torque-
angle loop and pushing the complex pair to the right-half plane. Hence,
this complicated action should be studied carefully. The overall state-space
model for Figure 8.8 becomes








∆Ė′
q

∆δ̇
∆ν̇

∆Ėfd








=









−1
K3T ′

do

−K4
T ′

do

0 1
T ′

do

0 0 ωs 0
−K2
2H

−K1
2H −Dωs

2H 0
−KAK6

TA

−KAK5
TA

0 −1
TA
















∆E′
q

∆δ
∆ν

∆Efd








+








0
0
0

KA

TA








∆Vref.

(8.144)

The exciter introduces an additional negative real eigenvalue.

Example 8.6

For the following two test systems whose K1 −K6 constants and other pa-
rameters are given, find the eigenvalues for KA = 50. Plot the root locus for
varying KA. Note that in system 1 K5 > 0, and in system 2 K5 < 0.

Test System 1

K1 = 3.7585 K2 = 3.6816
K3 = 0.2162 K4 = 2.6582
K5 = 0.0544 K6 = 0.3616
T ′

do = 5 sec H = 6 sec
TA = 0.2 sec.
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Test System 2

K1 = 0.9831 K2 = 1.0923
K3 = 0.3864 K4 = 1.4746
K5 = −0.1103 K6 = 0.4477
T ′

do = 5 sec H = 6 sec
TA = 0.2 sec.

The eigenvalues for KA = 50 are shown below using (8.144).

Test System 1 Test System 2
-0.353 ± j10.946 0.015 ± j5.38

-2.61 ± j3.22 -2.77 ± j2.88

Notice that test system 2 is unstable for this value of gain. The root loci for
the two systems can be drawn using MATLAB. An alternative way to draw
the root locus is to remove the exciter and compute the transfer function
∆Vt(s)

∆Efd(s) = H(s) in Figure 8.8. Note that H(s) includes all the dynamics

except that of the exciter. With the G(s) = KA

1+0.2s , we can view H(s) as a
feedback transfer function, as in Figure 8.9. H(s) can be computed for each

+

–

H(s)

∆Vt

1 + sTA
∆Efd

∆Vref KA

Figure 8.9: Small-signal model viewed as a feedback system

of the two systems as

System 1

H(s) =
0.0723s2 + 7.2811

s3 + 0.9251s2 + 118.0795s + 47.74
.



8.6. POWER SYSTEM STABILIZERS 259

System 2

H(s) =
0.0895s2 + 3.5225

s3 + 0.5176s2 + 30.886s2 + 5.866
.

The closed-loop characteristic equation is given by 1+G(s)H(s) = 0, where
G(s) = KA

1+0.2s . The root locus for each of the two test systems is shown
in Figure 8.10. System 1 is stable for all values of gain, whereas system 2
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Figure 8.10: Root loci for (a) test system and (b) test system 2

becomes unstable for KA = 22.108. 2
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2. Frequency-domain analysis through block diagram

For simplicity, assume that the exciter is simply a high constant gain
KA, i.e., assume TA = 0 in Figure 8.10. Now, we can compute the transfer
function ∆E ′

q(s)/∆δ(s) as

∆E′
q(s)

∆δ(s)
=

−K3(K4 +KAK5)

1 +KAK3K6 + sK3T
′
do

. (8.145)

This assumes that ∆Vref = 0. The effect of the feedback around T ′
do is to

reduce the time constant. If K5 > 0, the overall situation does not differ
qualitatively from the case without the exciter, i.e., the system has three
open loop poles, with one of them being complex and positive feedback.
Thus, the real pole tends to move into the right-half plane. If K5 < 0 and,
consequently, K4 +KAK5 < 0, the feedback from ∆δ to ∆Te changes from
positive to negative, and, with a large enough gainKA, the electromechanical
modes may move to the right-half plane and the real eigenvalue to the left
on the real axis. The situation is changed in detail, but not in its general
features, if a more detailed exciter model is considered.

Thus, a fast-acting exciter is bad for damping, but it has beneficial effects
also. It minimizes voltage fluctuations, increases the synchronizing torque,
and improves transient stability. With the time constant TA present,

∆E′
q(s)

∆δ(s)
=

−[(K4(1 + sTA) +KAK5)]K3

KAK6K3 + (1 +K3T ′
dos)(1 + sTA)

. (8.146)

The contribution of this expression to the torque-angle loop is given by

∆Te(s)

∆δ(s)
= K2

∆E′
q(s)

∆δ(s)
∆
= H(s). (8.147)

Torque-Angle Loop

Letting ∆TM = 0, the torque-angle loop is given by Figure 8.11. The un-
damped frequency of the torque-angle loop (D ≡ 0) is given by the roots of
the characteristic equation

2H

ωs
s2 +K1 = 0 (8.148)

s1,2 = ±j
√

K1ωs

2H
rad/sec. (8.149)
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∆Te

∆TM ≡ 0

K1

D

ωs
2Hs

1
s

–
–

∆ω ∆δ

⇓
–∆Te ∆δ1

2H
ωs

s2 + Ds + K1

–

Figure 8.11: Torque-angle loop

With a higher synchronizing torque coefficient K1 and lower H, s1,2 is higher.
K1 is a complicated expression involving loading conditions and external
reactances. The value of D is generally small and, hence, neglected.

We wish to compute the damping due to E ′
q. The overall block dia-

gram neglecting damping is shown in Figure 8.12. From this diagram and
the closed-loop transfer function, it can be verified that the characteristic
equation is given by

2H

ωs
s2∆δ +K1∆δ +H(s)∆δ = 0. (8.150)

H(s)∆δ therefore contributes to both the synchronizing torque and the
damping torque. The contributions are now computed approximately. At
oscillation frequencies of 1 to 3 Hz, it can be shown that K4 has negligible
effect.

Neglecting the effect of K4 in Figure 8.8, we get from (8.147)

H(s) =
−K2KAK5

1
K3

+KAK6 + s
(

TA

K3
+ T ′

do

)

+ s2T ′
doTA

. (8.151)
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H(s)

∆TM ≡ 0

∆Te

1
2H
ωs

s2 + K1
∆δ

–

Torque-angle loop

Figure 8.12: Torque-angle loop with other dynamics added

Let s = jω. Then

H(jω) =
−K2KAK5

( 1
K3

+KAK6 − ω2T ′
doKA) + jω(TA

K3
+ T ′

do)

=
−K2KAK5(x− jy)

x2 + y2
(8.152)

where

x =
1

K3
+KAK6 − ω2T ′

doTA (8.153)

y = ω

(
TA

K3
+ T ′

do

)

. (8.154)

From (8.150), it is clear that, at the oscillation frequency, if Im[H(jω)] > 0,
positive damping is implied, i.e., the roots move to the left-half plane. If
Im[H(jω)] < 0, it tends to make the system unstable, i.e., negative damping
results. Thus

Re[H(jω)] =
−K2KAK5x

x2 + y2

∆
= contribution to the synchronizing

torque component due to H(s) (8.155)

Im[H(jω)] =
+K2KAK5y

x2 + y2

∆
= contribution to damping

torque component due to H(s). (8.156)



8.6. POWER SYSTEM STABILIZERS 263

Synchronizing Torque

For low frequencies, we set ω ≈ 0. Thus, from (8.155):

Re[H(jω)] =
−K2KAK5
1

K3
+KAK6

≈ −K2K5

K6
for high KA. (8.157)

Thus, the total synchronizing component is K1 − K2K5
K6

> 0. K1 is usu-
ally high, so that even with K5 > 0 (low to medium external impedance
and low-to-medium loadings), K1−K2K5

K6
> 0. With K5 < 0 (moderate to

high external impedance and heavy loadings), the synchronizing torque is
enhanced positively.

Damping torque

Im[H(jω)] =
K2KAK5

(
TA

K3
+ T ′

do

)

ω

x2 + y2
. (8.158)

This expression contributes to positive damping for K5 > 0 but negative
damping for K5 < 0, which is a cause for concern. Further, with K5 < 0, a
higher KA spells trouble (see Figure 8.10). This may offset the inherent ma-
chine damping torque D. To introduce damping, a power system stabilizer
(PSS) is therefore introduced. The stabilizing signal may be ∆ν, ∆Pacc,
or a combination of both. We discuss this briefly next. For an extensive
discussion of PSS design, the reader is referred to the literature [77, 78].

8.6.4 Power system stabilizer design

Speed Input PSS

Stabilizing signals derived from machine speed, terminal frequency, or power
are processed through a device called the power system stabilizer (PSS) with
a transfer function G(s) and its output connected to the input of the exciter.
Figure 8.13 shows the PSS with speed input and the signal path from ∆ν to
the torque-angle loop.
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∆Vref

PSS

∆TPSS

G(s)

∆ν

1 + s K  T ′

K
1 + s T

A

A

+
+

–

K3

3 do

K2

K6

Figure 8.13: Speed input PSS

Frequency-Domain Approach [78]

From Figure 8.13, the contribution of the PSS to the torque-angle loop is
(assuming ∆Vref ≡ 0 and ∆δ ≡ 0)

∆TPSS

∆ν
=

G(s)K2KAK3

KAK3K6 + (1 + sK3T ′
do)(1 + sTA)

=
G(s)K2KA

(
1

K3
+KAK6

)

+ s
(

TA

K3
+ T ′

do

)

+ s2T ′
doTA

= G(s)GEP (s). (8.159)

For the usual range of constants [78], the above expression can be approxi-
mated as

≈ G(s)K2KA
(

1
K3

+KAK6

) [
1 + s

(
T ′

do/KAK6
)]

(1 + sTA)
. (8.160)

For large values of KA (high gain exciter), this is further approximated by

∆TPSS

∆ν
=
K2

K6

G(s)
[

1 + s(T ′
do/KAK6)

]

[1 + sTA]
. (8.161)

If this were to provide pure damping throughout the frequency range, then
G(s) should be a pure lead function with zeros, i.e., G(s) = KPSS [1 +
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s(T ′
do/KAK6)](1 + sTA) where KPSS = gain of the PSS. Such a function is

not physically realizable. Hence, we have a compromise resulting in what is
called a lead-lag type transfer function such that it provides enough phase
lead over the expected range of frequencies. For design purposes, G(s) is of
the form

G(s) = KPSS
(1 + sT1)

(1 + sT2)

(1 + sT3)

(1 + sT4)

sTW

(1 + sTW )
= KPSSG1(s). (8.162)

The time constants T1, T2, T3, T4 should be set to provide damping over
the range of frequencies at which oscillations are likely to occur. Over this
range they should compensate for the phase lag introduced by the machine
and the regulator. A typical technique [77] is to compensate for the phase
lag in the absence of PSS such that the net phase lag is:

1. Between 0 to 45o from 0.3 to 1 Hz.

2. Less than 90o up to 3 Hz.

Typical values of the parameters are:

KPSS is in the range of 0.1 to 50
T1 is the lead time constant, 0.2 to 1.5 sec
T2 is the lag time constant, 0.02 to 0.15 sec
T3 is the lead time constant, 0.2 to 1.5 sec
T4 is the lag time constant, 0.02 to 0.15 sec.

The desired stabilizer gain is obtained by first finding the gain at which
the system becomes unstable. This may be obtained by actual test or by
root locus study. TW , called the washout time constant, is set at 10 sec.
The purpose of this constant is to ensure that there is no steady-state error
of voltage reference due to speed deviation. KPSS is set at 1

3K
∗
PSS , where

K∗
PSS is the gain at which the system becomes unstable [77].

It is important to avoid interaction between the PSS and the torsional
modes of vibration. Analysis has revealed that such interaction can occur
on nearly all modern excitation systems, as they have relatively high gain
at high frequencies. A stabilizer-torsional instability with a high-response
excitation system may result in shaft damage, particularly at light generator
loads where the inherent mechanical damping is small. Even if shaft damage
does not occur, such an instability can cause saturation of the stabilizer
output, causing it to be ineffective, and possibly causing saturation of the
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voltage regulator, resulting in loss of synchronism and tripping the unit. It
is imperative that stabilizers do not induce torsional instabilities. Hence,
the PSS is put in series with another transfer function FILT(s) [77]. A
typical value of FILT(s) ≈ 570

570+35s+s2 . The overall transfer function of PSS
is G(s)FILT(s).

Design Procedure Using the Frequency-Domain Method

The following procedure is adapted from [90]. In Figure 8.13, let

∆TPSS

∆ν
= GEP (s)G(s) (8.163)

where GEP (s) from (8.159) is given by

GEP (s) =
K2KAK3

KAK3K6 + (1 + sT ′
doK3)(1 + sTA)

. (8.164)

Step 1: Neglecting the damping due to all other sources, find the un-
damped natural frequency ωn in rad/sec of the torque-angle loop from

2H

ωs
s2 +K1 = 0, i.e., s1,2 = ±jωn, where ωn =

√

K1ωs

2H
. (8.165)

Step 2: Find the phase lag of GEP (s) at s = jωn in (8.164).

Step 3: Adjust the phase lead of G(s) in (8.163) such that

6 G(s) |s=jωn + 6 GEP (s) |s=jωn = 0. (8.166)

Let

G(s) = KPSS

(
1 + sT1

1 + sT2

)k

(8.167)

ignoring the washout filter whose net phase contribution is approximately
zero. k = 1 or 2 with T1 > T2. Thus, if k = 1:

6 1 + jωnT1 = 6 1 + jωnT2 − 6 GEP (jωn). (8.168)

Knowing ωn and 6 GEP (jωn), we can select T1, T2 can be chosen as some
value between 0.02 to 0.15 sec.
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Step 4: To compute KPSS, we can compute K∗
PSS, i.e., the gain at which

the system becomes unstable using the root locus, and then have KPSS =
1
3K

∗
PSS. An alternative procedure that avoids having to do the root locus is

to design for a damping ratio ξ due to PSS alone. In a second-order system
whose characteristic equation is

2H

ωs
s2 +Ds+K1 = 0. (8.169)

The damping ratio is ξ = 1
2D/

√
MK1 where M = 2H/ωs. This is shown in

Figure 8.14. The characteristic roots of (8.169) are

×

×

cos–1 ζ–ζωn

ωn 1 – ζ2

Figure 8.14: Damping ratio

s1,2 = −
− D

M ±
√
(

D
M

)2
− 4K1

M

2

= − D

2M
± j

√

K1

M
−
(
D

2M

)2

if

(
D

M

)2

<
4K1

M

= −ξωn ± jωn

√

1 − ξ2.
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We note that ωn =
√

K1
M . Therefore

ξ =
D

2Mωn
=

D

2M

√

M

K1
=

D

2
√
K1M

. (8.170)

Verify that

ω2
nξ

2 =
K1

M
· D2

4K1M
=

(
D

2M

)2

.

To revert to step 4, since the phase lead of G(s) cancels phase lag due
to GEP (s) at the oscillation frequency, the contribution of the PSS through
GEP (s) is a pure damping torque with a damping coefficient DPSS. Thus,
again ignoring the phase contribution of the washout filter,

DPSS = KPSS | GEP (s) |s=jωn || G1(s) |s=jωn | . (8.171)

Therefore, the characteristic equation is

s2 +
DPSS

M
s+

K1

M
= 0 (8.172)

i.e., s2 + 2ξωns+ ω2
n = 0. As a result,

DPSS = 2ξωnM = KPSS | GEP (jωn) || G1(jωn) | . (8.173)

We can thus find KPSS, knowing ωn and the desired ξ. A reasonable choice
for ξ is between 0.1 and 0.3.

Step 5: Design of the washout time constant is now discussed. The PSS
should be activated only when low-frequency oscillations develop and should
be automatically terminated when the system oscillation ceases. It should
not interfere with the regular function of the excitation system during steady-
state operation of the system frequency. The washout stage has the transfer
function

GW (s) =
sTW

1 + sTW
. (8.174)

Since the washout filter should not have any effect on phase shift or gain at
the oscillating frequency, it can be achieved by choosing a large value of TW

so that sTW is much larger than unity

GW (jωn) ≈ 1. (8.175)
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Hence, its phase contribution is close to zero. The PSS will not have any
effect on the steady state of the system since, in steady state,

∆ν = 0 (8.176)

Example 8.7

The purpose of this example is to show that the introduction of the PSS will
improve the damping of the electromechanical mode. Without the PSS, the
A matrix, for example, 8.5, is calculated as








−0.3511 −0.236 0 0.104
0 0 377 0

−0.1678 −0.144 0 0
−714.4 −10 0 −5







.

The eigenvalues are λ1,2 = −0.0875 ± j7.11, λ3,4 = −2.588 ± j8.495. The
electromechanical mode λ1,2 is poorly damped. Instead of a two-stage lag
lead compensator, we will have a single-stage lag-lead PSS. Assume that the
damping D in the torque-angle loop is zero. The input to the stabilizer is
∆ν. An extra state equation will be added. The washout stage is omitted,
since its objective is to offset only the dc steady-state error. Hence, it does
not play any role in the design. The block diagram in Figure 8.15 shows a

∆v

PSS

KPSS
(1+sT1)
(1+sT2)

KA

1+sTA

∆Vref

∆Vt

∆y

+

+ – ∆Efd

Figure 8.15: Exciter with PSS

single lag-lead stage of the PSS. The added state equation due to the PSS is

∆ẏ = − 1

T2
∆y +

KPSS

T2
∆ν +KPSS

T1

T2
∆ν̇

=
−1

T2
∆y +

KPSS

T2
∆ν +KPSS

T1

T2

(−K2

2H
∆E′

q −
K1

2H
∆δ

)

.(8.177)
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The new A matrix is given as












−1
K3T ′

do

−K4
T ′

do

0 1
T ′

do

0

0 0 377 0 0
−K2
2H

−K1
2H 0 0 0

KAK6
TA

−KAK5
TA

0 −1
TA

KA

TA

−K2T1
T2

(
KPSS

2H

)
−K1T1

T2

(
KPSS

2H

)
KPSS

T2
0 −1

T2












.

With a choice of KPSS = 0.5, T1 = 0.5, T2 = 0.1, the new A matrix is










−0.3511 −0.236 0 0.104 0
0 0 377 0 0

−0.1678 −0.144 0 0 0
−714.4 −10 0 −5 2000
−0.42 −0.36 5 0 −10










and the eigenvalues are λ1,2 = −0.8612± j7.7042, λ3,4 = −1.6314± j8.5504,
λ5 = −10.3661. Note the improvement in damping of the electromechanical
mode λ1,2. 2

8.7 Conclusion

In this chapter, we have discussed linear models of single and multimachine
systems with different degrees of machine and load modeling. The effect of
different types of loading on the steady-state stability was discussed for the
multimachine case; Hopf bifurcation in the context of voltage collapse was
discussed. The design of a power-system stabilizer for damping the local
mode of oscillation was discussed for the single-machine infinite-bus case.

8.8 Problems

8.1 The single line diagram for the two-area system is given in Figure 8.16.
The transmission line data, machine data, excitation system data, and
load-flow results are given in Tables 8.8, 8.9, 8.10, and 8.11.

1. Using the two-axis model for the generator and constant power
load representation, obtain eigenvalues of the linearized system.

2. Repeat (a) with one tie line out of service. Any comments?
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1 101
102 3

2

13 112
111 11

12

Area 1 Area 2

Figure 8.16: Two-area system

8.2 With three tie lines in service, add a PSS at bus 12 with the following
parameters. KPSS = 25, TW = 10 sec, T1 = 0.047 sec, T2 = 0.021 sec,
T3 = 3.0 sec, and T4 = 5.4 sec. What are the new eigenvalues?

8.3 Repeat Problem 8.2 with two tie lines in service.

8.4 Consider the single machine connected to an infinite bus in Figure 8.7.
Assume that V∞ = 1.0. The parameters are as follows:
Line: Re = 0.0, Xe = 0.4 pu
Generator: Xd = 1.6 sec, Xq = 1.55 pu, X ′

d = 0.32 pu, T ′
do = 6.0 sec,

H = 3.0 sec
Injected power into the bus: P = 0.8 pu, Q = 0.4 pu
Exciter: KA = 50, TA = 0.05 sec.

1. Compute the K1 −K6 constants.

2. Compute the eigenvalues. (ans: -14.5662, -5.7351, -.0808 ± j8.55)

8.5 In a single-machine-infinite-bus system (Figure ??), there is a local load
at the generator bus. The parameters are
Line: RE = −.034 pu, XE = 0.977 pu
Generator: XD = 0.973 pu, Xq = 0.550 pu, X ′

d = 0.230 pu, T ′
do =

7.76 sec, H = 4.63 sec
Injected power: P = 1.0 pu, Q = 0.015 pu
Generator terminal voltage: Vt = 1.05 pu
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Table 8.8: Transmission Line Data on 100 MVA Base

From Bus To Bus Series Resistance Series Reactance Shunt Susceptance
Number Number (Rs) pu (Xs) pu (B) pu

1 101 0.001 0.012 0.00

2 102 0.001 0.012 0.00

3 13 0.022 0.22 0.33

3 13 0.022 0.22 0.33

3 13 0.022 0.22 0.33

3 102 0.002 0.02 0.03

3 102 0.002 0.02 0.03

11 111 0.001 0.012 0.00

12 112 0.001 0.012 0.00

13 112 0.002 0.02 0.03

13 112 0.002 0.02 0.03

101 102 0.005 0.05 0.075

101 102 0.005 0.05 0.075

111 112 0.005 0.05 0.075

111 112 0.005 0.05 0.075

Local load (constant impedance): G = 0.249 pu, B = 0.262 pu
Exciter: KA = 50, TA = 0.05 sec

1. Assuming V t = Vt 6 0o, compute V∞ = V∞6 β.

2. Compute the Thevenin equivalent looking into the external net-
work from the generator bus as V th = V ′

∞6 β′ in series with an
impedance Zth. Show that

Re + jXe =
RE + jXE

1 + (RE + jXE)(G + jB)

1
G + jB

I

Vt

RE
jxE

′V∞ ∠β′

Vt Re jxe
′V∞ ∠β′

Figure 8.17: Single-machine infinite-bus case (local load)
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Table 8.9: Machine Data

Variable Machine Machine Machine Machine
at Bus 1 at Bus 2 at Bus 11 at Bus 12

X1 (pu) 0.022 0.022 0.022 0.022

Rs (pu) 0.00028 0.00028 0.00028 0.00028

Xd (pu) 0.2 0.2 0.2 0.2

X ′
d (pu) 0.033 0.033 0.033 0.033

T ′
do (sec) 8.0 8.0 8.0 8.0

Xq (pu) 0.19 0.19 0.19 0.19

X ′
q (pu) 0.061 0.061 0.061 0.061

T ′
qo (sec) 0.4 0.4 0.4 0.4

H (sec) 54.0 54.0 63.0 63.0

D (pu) 0.0 0.0 0.0 0.0

Table 8.10: Excitation System Data

Variable Machine Machine Machine Machine
at Bus 1 at Bus 2 at Bus 11 at Bus 12

KA (pu) 200 200 200 200
TA (sec) .1 .1 .1 .1

and

V th = V∞6 β
1

1 + (RE + jXE)(G + jB)
= V ′

∞6 β′.

3. Compute δ(0).

4. To apply the results of Section 8.6.2, we set β ′ = 0 and replace
δ(0) by δ(0)−β ′. This makes the infinite bus a reference bus with
phase-angle zero.

5. Compute the K1-K6 constants and the eigenvalues. (ans: -10.316
± j3.2644, -0.2838 ± j4.9496)

8.6 For each of the two test systems below (Example 8.6), whose K1-K6
constants and other parameters are given:



274 CHAPTER 8. SMALL-SIGNAL STABILITY

Table 8.11: Load-Flow Results for the System

Bus Bus Type Voltage Angle Real Reactive Real Reactive
Number Magnitude (degrees) Power Power Power Power

(pu) Gen. (pu) Gen. (pu) Load (pu) Load (pu)
1 PV 1.03 8.2154 7.0 1.3386 0.0 0.0
2 PV 1.01 -1.5040 7.0 1.5920 0.0 0.0
11 Swing 1.03 0.0 7.2172 1.4466 0.0 0.0
12 PV 1.01 -10.2051 7.0 1.8083 0.0 0.0
101 PQ 1.0108 3.6615 0.0 0.0 0.0 0.0
102 PQ 0.9875 -6.2433 0.0 0.0 0.0 0.0
111 PQ 1.0095 -4.6977 0.0 0.0 0.0 0.0
112 PQ 0.9850 -14.9443 0.0 0.0 0.0 0.0
3 PQ 0.9761 -14.4194 0.0 0.0 11.59 -0.7350
13 PQ 0.9716 -23.2922 0.0 0.0 15.75 -0.8990

1. Write the state space model in the form (8.144). Assume D ≡ 0.

2. Plot the root locus as KA is varied from a small to a high value.
At what value of KA does instability occur and what are the
unstable eigenvalues.

3. Find the eigenvalues at KA = 50.

Test System 1: K1 = 3.7585, K2 = 3.6816, K3 = 0.2162, K4 =
2.6582, K5 = 0.0544, K6 = 0.3616, T ′

do = 5 sec, H = 6 sec, TA =
0.2 sec.

Test System 2: K1 = 0.9831, K2 = 1.0923, K3 = 0.3864, K4 =
1.4746, K5 = −0.1103, K6 = 0.4477, T ′

do = 5 sec, H = 6 sec, TA =
0.24 sec.

8.7 A single machine with a flux-decay model and a fast exciter is connected
to an infinite bus through a reactance of j0.5 pu. The generator ter-
minal voltage is 1 6 15o and the infinite bus voltage is 1.05 6 0o. The
parameters and initial conditions of the state variables are given be-
low.

Parameters

H = 3.2 sec, T ′
do = 9.6 sec,KA = 400, TA = 0.2 sec

Rs = 0.0017 pu, Xq = 2.1 pu, Xd = 2.5 pu, X ′
d = 0.39 pu

D ≡ 0, ωs = 377 rad/sec
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Initial conditions using the flux-decay model and the fast exciter

δ(0) = 65.52o, Vd(0) = 0.7719, Vq(0) = 0.6358

Id(0) = 0.3999, Iq(0) = 0.3662

E′
q(0) = 0.7949, Efd(0) = 1.6387, ω(0) = 377 rad/sec

Vref = 1.0041, TM = 0.542

1. Compute the K1-K6 constants and the undamped natural fre-
quency of the torque-angle loop.

2. Compute the eigenvalues.

8.8 Find the participation factors of the eigenvalues for the following sys-
tems, where ẋ = Ax.

1.

A =

[

3 8
2 3

]

2.

A =






1 2 1
0 3 1
0 5 −1




 .
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Chapter 9

ENERGY FUNCTION
METHODS

9.1 Background

In this chapter, we discuss energy function methods for transient stability
analysis. In transient stability, we are interested in computing the critical
clearing time of circuit breakers to clear a fault when the system is subjected
to large disturbances. In real-world applications, the critical clearing time
can be interpreted in terms of meaningful quantities such as maximum power
transfer in the prefault state. The energy function methods have proved to
be reliable after many decades of research [93, 96]. It is now considered a
promising tool in dynamic security assessment.

9.2 Physical and Mathematical Aspects of the

Problem

The ultimate objective of nonlinear dynamic simulation of power systems
is to see whether synchronism is preserved in the event of a disturbance.
This is judged by the variation of rotor angles as a function of time. If the
rotor angle δi of a machine or a group of machines continues to increase with
respect to the rest of the system, the system is unstable. The rotor angle
δi of each machine is measured with respect to a fixed rotating reference
frame that is the synchronous network reference frame. Hence, instability of
a machine means that the rotor angle of machine i pulls away from the rest

277
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of the system. Thus, relative rotor angles rather than absolute rotor angles
must be monitored to test stability/instability. Figure 9.1 shows the rotor

(a)  Stable

Rotor
Angles

δi

t

Rotor
Angles

δi

(b) Unstable

t

Rotor
Angles

δi

(c) Unstable

t

Figure 9.1: Behavior of rotor angles for the (a) stable, and (b), (c) the
unstable cases

angles for the cases of stability and instability. Figure 9.1(a) shows that all
relative rotor angles are finite, as t → ∞. In Figure 9.1(b), the rotor angle
of one machine is increasing with respect to the rest of the system; hence,
it is a single-machine instability. Figure 9.1(c) is a group of two machines
going unstable with respect to the rest of the system.

In its simplest form, a power system undergoing a disturbance can be
described by a set of three differential equations:

ẋ(t) = f I(x(t)) −∞ < t ≤ 0 (9.1)

ẋ(t) = fF (x(t))0 < t ≤ tc` (9.2)

ẋ(t) = f(x(t))tc` < t <∞ (9.3)

x(t) is the vector of state variables of the system at time t. At t = 0, a
fault occurs in the system and the dynamics change from f I to fF . During
0 < t ≤ tc`, called the faulted period, the system is governed by the fault-on
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dynamics fF . Actually, before the fault is cleared at t = tc`, we may have
several switchings in the network, each giving rise to a different f F . For
simplicity, we have taken a single fF , indicating that there are no structural
changes between t = 0 and t = tc`. When the fault is cleared at t = tc`, we
have the postfault system with its dynamics f(x(t)). In the prefault period
−∞ < t ≤ 0, the system would have settled down to a steady state, so that
x(o) = xo is known. Therefore, we need not discuss (9.1). We then have
only

ẋ(t) = fF (x(t)) 0 < t ≤ tc`
x(o) = xo

(9.4)

and

ẋ(t) = f(x(t)) t > tc` (9.5)

with the initial condition x(tc`) for (9.5) provided by the solution of the
faulted system (9.4) evaluated at t = tc`. Viewed in another manner, the so-
lution of (9.4) provides at each instant of time the possible initial conditions
for (9.5). Let us assume that (9.5) has a stable equilibrium point xs. The
question is whether the trajectory x(t) for (9.5) with the initial condition
x(tc`) will converge to xs as t → ∞. The largest value of tc` for which this
holds true is called the critical clearing time tcr.

From this discussion, it is clear that if we have an accurate estimate of
the region of attraction of the postfault stable equilibrium point (s.e.p) xs,
then tcr is obtained when the trajectory of (9.4) exits the region of attraction
of (9.5) at x = x∗. Figure 9.2 illustrates this concept for a two-dimensional

Figure 9.2: Region of attraction and computation of tcr

system. The computation of the region of attraction for a general nonlinear
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dynamical system is far from easy. It is not, in general, a closed region. In
the case of power systems with simple-machine models, the characterization
of this region has been discussed theoretically in the literature. The stability
region consists of surfaces passing through the unstable equilibrium points
(u.e.p’s) of (9.5). For each fault, the mode of instability (i.e., one or more
machines going unstable) may be different if the fault is not cleared in time.
We may describe the interior of the region of attraction of the postfault
system (9.5) through an inequality of the type V (x) < Vcr, where V (x) is
the Lyapunov or energy function for (9.5). V (x) is generally the sum of the
kinetic and potential energies of the postfault system. The computation of
Vcr, called the critical energy, is different for each fault and is a difficult
step. There are currently three basic methods, with a number of variations
on each method.

These methods are:

1. Lowest energy u.e.p method [99]
Vcr = V (xuc), where xuc is the unstable equilibrium point (u.e.p) re-
sulting in the lowest value of Vcr among the u.e.p’s lying on the stability
boundary of (9.5). This requires the computation of many u.e.p’s of
the postfault system and, hence, is not computationally attractive.
Moreover, it gives conservative results. Reference [99] was the first
systematic application of Lyapunov’s method for transient stability.

2. Potential Energy Boundary Surface (PEBS) method
Vcr = maximum value of the potential energy component of V (x) along
the trajectory of (9.4). This is known as the potential energy boundary
surface (PEBS) method [100].

3. Controlling u.e.p method
Vcr = V (xu), at which xu is the relevant or controlling u.e.p, i.e., the
u.e.p closest to the point where the fault-on trajectory of (9.4) exits
the region of attraction of (9.5). This is called the controlling u.e.p
method first proposed in [97]. The boundary-controlling u.e.p (BCU)
method [98] (also called the exit-point method) is an efficient technique
to compute this controlling u.e.p.

We will discuss the PEBS method (2) and the controlling u.e.p method (3)
in detail. The computation of tcr involves the following steps.

1. Computing xs, the stable equilibrium point of the postfault system
given by (9.5).
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2. Formulating V (x) for (9.5). This is not a difficult step. Generally, V (x)
is the sum of kinetic and potential energies of the postfault system, i.e.,
V (x) = VKE + VPE.

3. Computation of Vcr.
In the PEBS method (2), Vcr is obtained by integrating the faulted
trajectory in (9.4) until the potential energy part VPE of V (x) reaches
a maximum Vmax

PE . This value is taken as Vcr in the PEBS method. In
the controlling u.e.p method (3) we integrate (9.4) for a short interval
followed by either a minimization problem to get the controlling u.e.p,
or integration of a reduced-order postfault system after the PEBS is
reached (BCU method) [98] to get the controlling u.e.p xu. Vcr is given
by V (xu) = VPE(xu), since VKE is zero at an u.e.p.

4. Calculating the time instant tcr when V (x) = Vcr on the faulted tra-
jectory of (9.4). The faulted trajectory has to be integrated for all
the three methods to obtain tcr. In the PEBS method (2), the faulted
trajectory is already available while computing Vcr. It is also available
in the BCU method. The computation time is least for the PEBS
method (2). The relative merits of these various methods and their
variations are discussed extensively in the literature [101].

9.3 Lyapunov’s Method

In 1892, A. M. Lyapunov, in his famous Ph.D. dissertation [118], proposed
that the stability of the equilibrium point of a nonlinear dynamic system of
dimension n

ẋ = f(x) f(0) = 0 (9.6)

can be ascertained without numerical integration. He said that if there exists
a scalar function V (x) for (9.6) that is positive-definite, i.e., V (x) > 0 around
the equilibrium point “0” and the derivative V̇ (x) < 0, then the equilibrium
is asymptotically stable. V̇ (x) is obtained as

∑n
i=1

∂V
∂xi
ẋi =

∑n
i=1

∂V
∂xi
fi(x) =

5V T · f(x) where n is the order of the system in (9.6). Thus, f(x) enters
directly in the computation of V̇ (x). The condition V̇ (x) < 0 can be relaxed
to V̇ (x) ≤ 0, provided that V̇ (x) does not vanish along any other solution
with the exception of x = 0.

V (x) is actually a generalization of the concept of the energy of a sys-
tem. Since 1948, when the results of Lyapunov appeared in the English



282 CHAPTER 9. ENERGY FUNCTION METHODS

language together with potential applications, there has been extensive lit-
erature surrounding this topic. Application of the energy function method
to power system stability began with the early work of Magnusson [102] and
Aylett [103], followed by a formal application of the more general Lyapunov’s
method by El-Abiad and Nagappan [99]. Reference [99] provided an algo-
rithmic procedure to compute the critical clearing time. It used the lowest
energy u.e.p method to compute Vcr. Although many different Lyapunov
functions have been tried since then, the first integral of motion, which is
the sum of kinetic and potential energies, seemed to have provided the best
result. In the power literature, Lyapunov’s method has become synonymous
with the transient energy function (TEF) method and has been applied suc-
cessfully [93, 98]. Today, this technique has proved to be a practical tool in
dynamic security assessment. To make it a practical tool, it is necessary to
compute the region of stability of the equilibrium point of (9.5). In physi-
cal systems, it is finite and not the whole state-space. An estimate of the
region of stability or attraction is characterized by an inequality of the type
V (x) < Vcr. The computation of Vcr remained a formidable barrier for a long
time. In the case of a multimachine classical model with loads being treated
as constant impedances, there are well-proved algorithms. Extensions to
multimachine systems with detailed models have been made [104, 106].

9.4 Modeling Issues

In applying the TEF technique, we must consider the model in two time
frames, as follows:

1. Faulted system

ẋ = fF (x(t)), 0 < t ≤ tc`. (9.7)

2. Postfault system

ẋ = f(x(t)), t > tc`. (9.8)

In reality, the model is a set of differential-algebraic equations (DAE), i.e.,

ẋ = fF (x(t), y(t)) (9.9)

0 = gF (x(t), y(t)), 0 < t ≤ tc` (9.10)
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and

ẋ = f(x(t), y(t)) (9.11)

0 = g(x(t), y(t)), t > tc`. (9.12)

The function g represents the nonlinear algebraic equations of the stator
and the network, while the differential equations represent the dynamics of
the generating unit and its controls. In Chapter 7, the modeling of equa-
tions in the form of (9.9) and (9.10) or (9.11) and (9.12) has been cov-
ered extensively. Reduced-order models, such as a flux-decay model and a
classical model, have also been discussed. In the classical model represen-
tation, we can either preserve the network structure (structure-preserving
model) or eliminate the load buses (assuming constant impedance load) to
obtain the internal-node model. These have also been discussed in Chap-
ter 7. Structure-preserving models involve nonlinear algebraic equations in
addition to dynamic equations, and can incorporate nonlinear load mod-
els leading to the concept of structure-preserving energy function (SPEF)
V (x, y), while models consisting of differential equations lead only to closed-
form types of energy functions V (x). The work on SPEF by Bergen and
Hill [104] has been extended to more detailed models in [105]–[108].

It is not clear at this stage whether a more detailed generator or load
model will lead to more accurate estimates of tcr. What appears to be true,
however, from extensive simulation studies by researchers is that, for the
so-called first-swing stability (i.e., instability occurring in 1 to 2 sec inter-
val), the classical model with the loads represented as constant impedance
will suffice. This results in only differential equations, as opposed to DAE
equations. Both the PEBS and BCU methods give satisfactory results for
this model. We first discuss this in the multimachine context. The swing
equations have been derived in Section 7.9.3 (using Pmi = TMi) as

2Hi

ωs

d2δi
dt2

+Di
dδi
dt

= Pmi − Pei, i = 1, . . . ,m (9.13)

where

Pei = E2
iGii +

m∑

j=1

6=i

(Cij sin δij +Dij cos δij). (9.14)
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Denoting 2Hi

ωs

∆
= Mi and Pi

∆
= Pmi −E2

iGii, we get

Mi
d2δi
dt2

+Di
dδi
dt

= Pi −
m∑

j=1 6=i

(Cij sin δij +Dij cos δij) (9.15)

which can be written as

Mi
d2δi
dt2

+Di
dδi
dt

= Pi − Pei(δi . . . δm), i = 1, . . . ,m. (9.16)

Let αi be the rotor angle with respect to a fixed reference. Then δi = αi−ωst.

δ̇i = dαi

dt −ωs
∆
= ωi−ωs, where ωi is the angular velocity of the rotor and ωs is

the synchronous speed in radians per sec. Thus, both δi and δ̇i are expressed
with respect to a synchronously rotating reference frame. Equation (9.16)
is converted to a set of first-order differential equations by introducing the
state variables δi and ωi:

δ̇i = ωi − ωs (9.17)

ω̇i =
1

Mi
(Pi − Pei(δ1, . . . , δm) −Di(ωi − ωs)) i = 1, . . . ,m. (9.18)

Equations (9.17) and (9.18) are applicable both to the faulted state and
the postfault state, with the difference that Pei is different in each case,
because the internal node admittance matrix is different for the faulted and
postfault system. The model corresponding to (9.17)–(9.18) is known as
the internal-node model since the physical buses have been eliminated by
network reduction.

9.5 Energy Function Formulation

Prior to 1979, there was considerable research in constructing a Lyapunov
function for the system (9.15) using the state-space model given by (9.17)
and (9.18) [109]–[112]. However, analytical Lyapunov functions can be con-
structed only if the transfer conductances are zero, i.e., Dij ≡ 0. Since these
terms have to be accounted for properly, the first integrals of motion of the
system are constructed, and these are called energy functions. We have two
options, to use either the relative rotor angle formulation or the center of in-
ertia formulation. We use the latter, since there are some advantages. Since
the angles are referred to a center of inertia, the resulting energy function is
called the transient energy function (TEF).



9.5. ENERGY FUNCTION FORMULATION 285

In this formulation, the angle of the center of inertia (COI) is used as
the reference angle, since it represents the “mean motion” of the system.
Although the resulting energy function is identical to V (δ, ω) (using relative
rotor angles), it has the advantage of being more symmetric and easier to
handle in terms of the path-dependent terms. Synchronous stability of all
machines is judged by examining the angles referenced only to COI instead
of relative rotor angles. Modern literature invariably uses the COI formula-
tion. The energy function in the COI notation, including Dij terms (transfer
conductances), was first proposed by Athay et al. [97].

We derive the transient energy function for the conservative system (as-
suming Di ≡ 0). The center of inertia (COI) for the whole system is defined
as

δo =
1

MT

m∑

i=1

Miδi and the center of speed as ωo =
1

MT

m∑

i=1

Miωi (9.19)

where MT =
∑m

i=1Mi. We then transform the variables δi, ωi to the COI
variables as θi = δi − δo, ω̃i = ωi − ωo. It is easy to verify

θ̇i = δ̇i − δ̇o

= ωi − ωo

∆
= ω̃i.

The swing equations (9.15) with Di = 0 become (omitting the algebra):

Mi
d2θi

dt2
= Pi −

m∑

j=1 6=i

(Cij sin θij +Dij cos θij) −
Mi

MT
PCOI

∆
= fi(θ)i = 1, . . . ,m (9.20)

where

Pi = Pmi −E2
i Gii PCOI =

m∑

i=1

Pi − 2
m∑

i=1

m∑

j=i+1

Dij cos θij.

If one of the machines is an infinite bus, say, m whose inertia constant
Mm is very large, then Mi

MT
PCOI ≈ 0(i 6= m) and also δo ≈ δm and ωo ≈

ωm. The COI variables become θi = δi − δm and ω̃i = ωi − ωm. In the
literature where the BCU method is discussed [98], δm is simply taken as
zero. Equation (9.20) is modified accordingly, and there will be only (m−1)
equations after omitting the equation for machine m.
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We consider the general case in which allM ′
is are finite. Corresponding to

the faulted and the postfault states, we have two sets of differential equations,

Mi
dω̃i

dt
= fF

i (θ)0 < t ≤ tc`

dθi

dt
= ω̃i, i = 1, 2, . . . ,m (9.21)

and

Mi
dω̃i

dt
= fi(θ)t > tc`

dθi

dt
= ω̃i, i = 1, 2, . . . ,m. (9.22)

Let the postfault system given by (9.22) have the stable equilibrium point
at θ = θs, ω̃ = 0. θs is obtained by solving the nonlinear algebraic equations

fi(θ) = 0, i = 1, . . . ,m. (9.23)

Since
∑m

i=1Miθi = 0, θm can be expressed in terms of the other θi’s and
substituted in (9.23), which is then equivalent to

fi(θ1, . . . , θm−1) = 0, i = 1, . . . ,m− 1. (9.24)

The basic procedure for computing the critical clearing time consists of the
following steps:

1. Construct an energy or Lyapunov function V (θ, ω̃) for the system
(9.22), i.e., the postfault system.

2. Find the critical value of V (θ, ω̃) for a given fault denoted by Vcr.

3. Integrate (9.21), i.e., the faulted equations, until V (θ, ω̃) = Vcr. This
instant of time is called the critical clearing time tcr.

While this procedure is common to all the methods, they differ from
one another in steps 2 and 3, i.e., finding Vcr and integrating the swing
equations. There is general agreement that the first integral of motion of
(9.22) constitutes a proper energy function and is derived as follows [94].

From (9.22) we have, for i = 1, . . . ,m

dt =
M1dω̃1

f1(θ)
=
dθ1
ω̃1

=
M2dω̃2

f2(θ)
=
dθ2
ω̃2

= · · · Mmdω̃m

fm(θ)
=
dθm

ω̃m
. (9.25)
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Integrating the pairs of equations for each machine between (θs
i , 0), the post-

fault s.e.p to (θi, ω̃i) results in

Vi(θ, ω̃) =
1

2
Miω̃

2
i −

∫ θi

θs
i

fi(θ)dθi, i = 1, . . . ,m. (9.26)

This is known in the literature as the individual machine energy func-
tion [113]. Adding these functions for all the machines, we obtain the first
integral of motion for the system as (omitting the algebra):

V (θ, ω̃) =
1

2

m∑

i=1

Miω̃
2
i −

m∑

i=1

∫ θi

θs
i

fi(θ)dθi (9.27)

=
1

2

m∑

i=1

Miω̃
2
i −

m∑

i=1

Pi(θi − θs
i ) −

m−1∑

i=1

m∑

j=i+1

[

Cij(cos θij − cos θs
ij)

−
∫ θi+θj

θs
i
+θs

j

Dij cos θijd(θi + θj)

]

(9.28)

= VKE(ω̃) + VPE(θ) (9.29)

since

m∑

i=1

Mi

MT

∫ θi

θs
i

PCOIdθi = 0.

Note that (9.28) contains path-dependent integral terms. In view of this,
we cannot assert that Vi and V are positive-definite. If Dij ≡ 0, it can be
shown that V (θ, ω̃) constitutes a proper Lyapunov function [93, 109, 110].

9.6 Potential Energy Boundary Surface (PEBS)

We first discuss the PEBS method because of its simplicity and its natural
relationship to the equal-area criterion.

Ever since it was first proposed by Kakimoto et al. [100] and Athay et al. [97],
the method has received wide attention by researchers because it avoids com-
puting the controlling (relevant) u.e.p and requires only a quick fault-on sys-
tem integration to compute Vcr. We can even avoid computing the postfault
s.e.p., as discussed in Section 9.6.5. In this section, we will first motivate the
method through application to a single-machine infinite-bus system, estab-
lish the equivalence between the energy function and the equal-area criterion,
and, finally, explain the multimachine PEBS method.
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9.6.1 Single-machine infinite-bus system

Consider a single-machine infinite-bus system (Figure 9.3). Two parallel

F Infinite Bus

M, j Xd′

j Xt

j X1

j X1

Figure 9.3: Single-machine infinite-bus system

lines each having a reactance of X1 connect a generator having transient
reactance of X ′

d through a transformer with a reactance of Xt to an infinite
bus whose voltage is E2 6 0o. A three-phase fault occurs at the middle of
one of the lines at t = 0, and is subsequently cleared at t = tc` by opening
the circuit breakers at both ends of the faulted line. The prefault, faulted,
and postfault configurations and their reduction to a two-machine equiva-
lent are shown in Figures 9.4, 9.5, and 9.6. The electric power Pe during

+
–

+
–E1 ∠δ E2 ∠0˚

j XI

+
–

+
–E1 ∠δ

j Xd′ j Xt

j Xl

E2 ∠0˚j Xl

Figure 9.4: Prefault system and its two-machine equivalent

prefault, faulted, and postfault states are E1E2

XI sin δ, E1E2 sin δ
XF , and E1E2 sin δ

X ,

respectively. The computation of X I for the prefault system and X for the
postfault system is straightforward, as shown in Figures 9.4 and 9.6.
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+
–E1 ∠δ E2 ∠0˚

j XF

(a)

(b)

(c)

E1 ∠δ

j Xd′ j Xt

j Xl

E2 ∠0˚F

j
Xl
2

j
Xl
2

E1 ∠δ

j(Xd + Xt)′

j Xl

E2 ∠0˚j
Xl
2

j
Xl
2

+
–

+
–

+
–

+
–

+
–

Figure 9.5: Faulted system and its two-machine equivalent

Example 9.1

Compute XF for the faulted system in Figure 9.3. XF is the reactance
between the internal node of the machine and the infinite bus. It can be
computed for this network by performing a Y − ∆ transformation in Fig-
ure 9.5(b). It is more instructive to illustrate a general method that is
applicable to the multimachine case as well. Figure 9.5(a) is redrawn after
labeling the various nodes (Figure 9.7). The point at which the fault occurs
is labeled node 4. Xg = X ′

d +Xt. There are current injections at nodes 1,
2, and 4, and none at node 3. The nodal equation is








I1
I2
0
I4








=








Y11 0 Y13 0
0 Y22 Y23 Y24

Y31 Y32 Y33 Y34

0 Y42 Y42 Y44















E1

E2

V3

V4







.
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E1 ∠δ E2 ∠0˚

′j(Xd + Xt + X1) = j X

+
–

+
–

Figure 9.6: Postfault system and its two-machine equivalent

E1 ∠δ

j Xg

j Xl

E2 ∠0˚

j Xl
2j

Xl
2

1

3

4

2

+
–

+
–

Figure 9.7: Faulted system

Since the fault is at node 4 with the fault impedance equal to zero, V4 ≡ 0.
Hence, we can delete row 4 and column 4, resulting in






I1
I2
0




 =






Y11 0 Y13

0 Y22 Y23

Y31 Y32 Y33











E1

E2

V3




 .

Node 3 is eliminated by expressing V3 from the third equation in terms of E1

and E2 and substituting in the first two equations. This results in (omitting
the algebra):

[

I1
I2

]

=

[

Y11 − Y13Y
−1
33 Y31 −Y13Y

−1
33 Y32

−Y23Y
−1
33 Y31 Y22 − Y23Y

−1
33 Y32

] [

E1

E2

]

.

XF can be computed from the off-diagonal entry as

1

jXF
= Y13Y

−1
33 Y32.
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Now

Y13Y
−1
33 Y32 =

(

−1

jXg

)(

1

jXg
+

1

jX1
+

1

jX1
2

)−1 ( −1

jX1

)

=
1

j(X1 + 3Xg)
.

Hence

XF = X1 + 3Xg.

We do not require the other elements of the reduced Y matrix. 2

9.6.2 Energy function for a single-machine infinite-bus sys-
tem

The energy function is always constructed for the postfault system. In the
SMIB case, the postfault equations are

M
d2δ

dt2
= Pm − Pmax

e sin δ (9.30)

where Pmax
e = E1E2

X , δ is the angle relative to the infinite bus, and dδ
dt = ω is

the relative rotor-angle velocity. The right-hand side of (9.30) can be written
as −∂VPE

∂δ , where

VPE(δ) = −Pmδ − Pmax
e cos δ. (9.31)

Multiplying (9.30) by dδ
dt , it can be rewritten as

d

dt

[

M

2

(
dδ

dt

)2

+ VPE(δ)

]

= 0

i.e.,

d

dt

[
1

2
Mω2 + VPE(δ)

]

= 0

i.e.,

d

dt
[V (δ, ω)] = 0. (9.32)
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Hence, the energy function is

V (δ, ω) =
1

2
Mω2 + VPE(δ). (9.33)

It follows from (9.32) that the quantity inside the brackets V (δ, ω) is a con-
stant. The equilibrium point is given by the solution of 0 = Pm−Pmax

e sin δ,

i.e., δs = sin−1
(

Pm

Pmax
e

)

. This is a stable equilibrium point surrounded by

two unstable equilibrium points δu = π − δs and δ̂u = −π − δs. If we make
a change of coordinates so that VPE = 0 at δ = δs, then (9.31) becomes

VPE(δ, δs) = −Pm(δ − δs) − Pmax
e (cos δ − cos δs). (9.34)

With this, the energy function V (δ, ω) can be written as

V (δ, ω) =
1

2
Mω2 − Pm(δ − δs) − Pmax

e (cos δ − cos δs)

= VKE + VPE(δ, δs) (9.35)

where VKE = 1
2Mω2 is the transient kinetic energy and VPE(δ, δs) = −Pm(δ−

δs)−Pmax
e (cos δ−cos δs) is the potential energy. From (9.32) it follows that

V (δ, ω) is equal to a constant E, which is the sum of the kinetic and poten-
tial energies, and remains constant once the fault is cleared since the system
is conservative. V (δ, ω) evaluated at t = tc` from the faulted trajectory rep-
resents the total energy E present in the system at t = tc`. This energy
must be absorbed by the system once the fault is cleared if the system is
to be stable. The kinetic energy is always positive, and is the difference
between E and VPE(δ, δs). This is shown graphically in Figure 9.8, which is
the potential energy curve.

At δ = δs, the postfault s.e.p, both the VKE and the VPE are zero, since
ω = 0 and δ = δs at this point. Suppose that, at the end of the faulted
period t = tc`, the rotor angle is δ = δc`, and the velocity is ωc`. Then

V c`(δc`, ωc`) =
1

2
Mω2

c` − Pm(δc` − δs) − Pmax
e (cos δc` − cos δs)

= V c`
KE + V c`

PE . (9.36)

This is the value of E. There are two other equilibrium points of the system
(9.30), namely, δu = π − δs and δ̂u = −π − δs. Both of these are unstable
and, in fact, are Type 1 (saddle-type) e.p.’s. Type 1 e.p.’s are characterized
by the fact that the linearized system at that e.p. has one real eigenvalue
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VPE

δu = – π – δs^

E

VPE(δu)

VKE
cl

VPE
cl

(a)

δs δcl
δu = π – δs
δ

(b)

Figure 9.8: Potential energy “well”

in the right-half plane. The potential energy is zero at δ = δs and has a
relative maximum at δ = δu and δ = δ̂u. At the point (a), δc` and ωc` are
known from the faulted trajectory; hence, V (δc`, ωc`) = E is known. This is
shown as point (b). If E < VPE(δu), then since the system is conservative,
the cleared system at point (a) will accelerate until point (b), and then
start decelerating. If E > VPE(δu), then the cleared system will accelerate
beyond δu and, hence, the system is unstable. VPE(δu) is obtained from
(9.34) as −Pm(π − 2δs) + 2Pmax

e cos δs. If δ decreases due to deceleration
for t > 0, then the system is unstable if E > V (δ̂u). The points δu and δ̂u

constitute the zero-dimensional PEBS for the single-machine system. Some
researchers restate the above idea by saying that if the VPE is initialized
to zero at δc`, V c`

KE represents the excess kinetic energy injected into the
system. Then stability of the system is determined by the ability of the
postfault system to absorb this excess kinetic energy (i.e., the system is
stable if VPE(δu) − VPE(δc`) > V c`

KE).

Most of the stability concepts can be interpreted as if the moment of
inertia M is assumed as a particle that slides without friction within a “hill”
with the shape VPE(δ). Motions within a potential “well” are bounded and,
hence, stable. It is interesting to relate the potential “well” concept to the
stability of equilibrium points for small disturbances. Using (9.31), (9.30)
can be written as

M
d2δ

dt2
= −∂VPE(δ)

∂δ
. (9.37)
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We can expand the right-hand side of (9.37) in a Taylor series about an
equilibrium point δ∗, i.e., δ = δ∗ + ∆δ, and retain only the linear term.
Then

M
d2∆δ

dt2
= −∂

2VPE(δ)

∂δ

∣
∣
∣
∣
∣
δ∗

∆δ (9.38)

i.e.,

M
d2∆δ

dt2
+
∂2VPE(δ)

∂δ

∣
∣
∣
∣
∣
δ∗

∆δ = 0. (9.39)

If ∂2VPE

∂δ2

∣
∣
∣
δ∗
< 0, the equilibrium is unstable. If ∂2VPE

∂δ2

∣
∣
∣
δ∗
> 0, then it is an

oscillatory system, and the oscillations around δ∗ are bounded. Since there
is always some positive damping, we may call it stable. In the case of (9.30),
it can be verified that δs is a stable equilibrium point and that both δu and
δ̂u are unstable equilibrium points using this criterion.

The energy function, Lyapunov function, and the PEBS are thus all
equivalent in the case of a single-machine infinite-bus system. It is in the
case of multimachine systems and nonconservative systems that each method
gives only approximations to the true stability boundary! In the case of
multimachine systems, the second derivative of VPE is the Hessian matrix.

Example 9.2

Consider an SMIB system whose postfault equation is given by

0.2
d2δ

dt2
= 1 − 2 sin δ − 0.02

dδ

dt
.

The equilibrium points are given by δs = sin−1
(

1
2

)

. Hence, δs = π
6 , δ

u =

π − π
6 = 5π

6 , δ̂
u = −π − π

6 = −7π
6 . Linearizing around an equilibrium point

“0” results in

0.2
d2∆δ

dt2
= −2 cos δo∆δ − 0.02

d∆δ

dt
.

This can be put in the state-space form by defining ∆δ,∆ω = ∆δ̇ as the
state variables.

[

∆δ̇
∆ω̇

]

=

[

0 1
−10 cos δo −0.1

] [

∆δ
∆ω

]
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For δo = δs = π
6 , eigenvalues of this matrix are λ1,2 = −0.05 ± j2.942. It is a

stable equilibrium point called the focus. For δo = δu or δ̂u, the eigenvalues
are λ1 = 2.993 and λ2 = −2.893. Both are saddle points. Since there is only
one eigenvalue in the right-half plane, it is called a Type 1 u.e.p. 2

Example 9.3

Construct the energy function for Example 9.2. Verify the stability of the
equilibrium points by using (9.39).

The energy function is constructed for the undamped system, i.e., the
coefficient of dδ

dt is set equal to zero. M = 0.2, Pm = 1, Pmax
e = 2, δs = π

6 .
The energy function is

V (δ, ω) =
1

2
(0.2)ω2 − 1(δ − π/6) − 2(cos δ − cos

π

6
)

= 0.1ω2 − (δ − π

6
) − 2(cos δ − (0.866))

VPE(δ, δs) = −(δ − π

6
) − 2(cos δ − 0.866)

∂2VPE(δ, δs)

∂δ
= 2 cos δ.

At δ = δs = π/6, 2 cos δ > 0; hence δs is a stable equilibrium point. At
δ = δu = 5π

6 or δ̂u = −7π
6 , 2 cos δ < 0. Hence, both δu and δ̂u are unstable

equilibrium points. 2

9.6.3 Equal-area criterion and the energy function

The prefault, faulted, and postfault power angle curves Pe for the single-
machine infinite-bus system are shown in Figure 9.9. The system is initially
at δ = δo. We shall now show that the area A1 represents the kinetic
energy injected into the system during the fault, which is the same as V c`

KE

in Figure 9.8. A2 represents the ability of the postfault system to absorb
this energy. In terms of Figure 9.8, A2 represents VPE(δu) − VPE(δc`). By
the equal-area criterion, the system is stable if A1 < A2.

Let the faulted and postfault equations, respectively, be

M
d2δ

dt2
= Pm − PF

e sin δ (9.40)
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P
max

P

Pre-fault

Post-fault

Faulted

A

A

A

δ δ δ δ
δ

e

e Pm 3
2

1
Pe

F

o s c u

Figure 9.9: Equal-area criterion for the SMIB case

and

M
d2δ

dt2
= Pm − Pmax

e sin δ (9.41)

where

PF
e =

E1E2

XF

and

Pmax
e =

E1E2

X
.

The area A1 is given by

A1 =

∫ δc`

δo

(

Pm − PF
e sin δ

)

dδ

=

∫ δc`

δo
M
dω

dt
dδ

=

∫ δc`

δo
M
dω

dt
ωdt

=

∫ ωc`

o
Mω dω =

1

2
M(ωc`)

2. (9.42)
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Hence, A1 is the kinetic energy injected into the system due to the fault.
Area A2 is given by

A2 =

∫ δu

δc`
(Pmax

e sin δ − Pm)dδ = −Pmax
e (cos δu − cos δc`)

−Pm(δu − δc`)

= VPE(δu) − VPE(δc`)

from (9.31). If we add area A3 to both sides of the criterion A1 < A2, the
result is

A1 +A3 < A2 +A3. (9.43)

Now

A3 =

∫ δc`

δs
(Pmax

e sin δ − Pm) dδ

= −Pm

(

δc` − δs
)

− Pmax
e

(

cos δc` − cos δs
)

. (9.44)

Changing δc`, ωc` to any δ, ω and adding A1 to A3, gives

A1 +A3 =
1

2
Mω2 − Pm(δ − δs) − Pmax

e (cos δ − cos δs). (9.45)

This is the same as V (δ, ω) as in (9.35). Now, from Figure 9.9:

A2 +A3 =

∫ π−δs

δs
(Pmax

e sin δ − Pm)dδ

= 2Pmax
e cos δs − Pm(π − 2δs). (9.46)

The right-hand side of (9.46) is also verified to be the sum of the areas
A2 and A3, for which analytical expressions have been derived. It may be
verified from (9.35) that

V (δ, ω) |δ=δu

ω=0
= −Pm(π − 2δs) + 2Pmax

e cos δs = A2 +A3

= VPE(δu)
∆
= Vcr. (9.47)

Thus, the equal-area criterion A1 < A2 is equivalent to A1 +A3 < A2 +A3,
which in turn is equivalent to

V (δ, ω) < Vcr (9.48)

where Vcr = VPE(δu). Note that δ, ω are obtained from the faulted equation.
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Example 9.4

For Example 9.2, (1) state analytically the equal-area criterion. (2) If the
faulted system is given by

0.2d2δ

dt2
= 1 − sin δ − 0.02

dδ

dt

compute tcr using the results of part (1). Note that the energy function is
for a conservative system, while the faulted system is not conservative.

The energy function is given by

V (δ, ω) =
1

2
(0.2)ω2 − 1(δ − π

6
) − 2(cos δ − cos

π

6
)

= 0.1ω2 − (δ − π

6
) − 2 cos δ + 1.732

= 0.1ω2 − δ − 2 cos δ + 2.256

V (δu, 0) = −Pm(π − 2δs) + 2Pmax
e cos δs

= −
(

π − 2π

6

)

+ 4 cos
π

6
= −2.09 + 3.464 = 1.374.

Hence, the equal-area criterion is

V (δ, ω) < 1.374

where δ, ω are calculated from the fault-on trajectory. To obtain tcr, the
faulted equations are integrated and V (δ, ω) are computed at each time
point. When V (δ, ω) = 1.374, the time instant is tcr. 2

9.6.4 Multimachine PEBS

In the previous section, we mentioned that the points δu and δ̂u were the
zero-dimensional PEBS for the SMIB system. In the case of multimachine
systems, the PEBS is quite complex in the rotor-angle space. A number
of unstable equilibrium points surround the stable equilibrium point of the
postfault system. The potential energy boundary surface therefore consti-
tutes a multidimensional surface passing through the u.e.p’s. The theory
behind the characterization of the PEBS is quite detailed, and is dealt with
in the literature [93, 94]. We can extend the concept of computing Vcr using
the PEBS method for a multimachine system as follows.
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In the previous section, we showed that in the SMIB case Vcr = VPE(δu),
i.e., V (δ, ω) is evaluated at the nearest equilibrium point (δu, 0) if the ma-
chine loses synchronism by acceleration. δu is therefore not only the nearest,
but also the relevant (or controlling), u.e.p in this case. In the case of the
multimachine system, depending on the location and nature of the fault,
the system may lose synchronism by one or more machines going unstable.
Hence, each disturbance gives rise to what is called a mode of instability
(MOI) [114]. Associated with each MOI is an u.e.p that we call the con-
trolling u.e.p for that particular disturbance. A number of u.e.p’s surround
the s.e.p of the postfault system. Mathematically, these are the solutions
of (9.23). From the prefault s.e.p, if the faulted system is integrated and
cleared critically, then the postfault trajectory approaches a particular u.e.p
depending on the mode of instability. This u.e.p is called the controlling
u.e.p for that disturbance. In the multimachine PEBS, we can visualize a
multidimensional potential “well” analogous to Figure 9.8 for the SMIB case.
For a three-machine system, one such “well” is shown in Figure 9.10 where
the axes are the COI-referenced rotor angles θ1, θ2 of two machines. The ver-
tical axis represents VPE(θ). Equipotential contours are shown, as well as
the three nearby u.e.p’s U1, U2, U3. The dotted line connecting these u.e.p’s
is orthogonal to the equipotential curves and is called the PEBS. If at the
instant of fault-clearing the system state in the angle space has crossed the
PEBS, the system will be unstable. If the fault is cleared early enough, then
the postfault trajectory in the angle space will tend to return to equilibrium
eventually because of the damping in the system. The critical clearing time
tcr is defined to be the time instant such that the postfault trajectory just
stays within the “well.” It is a conjecture that the critically cleared trajectory
passes “very close” to the controlling u.e.p. This is called the “first swing”
stable phenomenon. To find the critical value of V (δ, ω), the fault-on trajec-
tory is monitored until it crosses the PEBS at a point θ∗. In many cases, θu,

the controlling u.e.p, is close to θ∗, so that VPE(θu) ≈ VPE(θ∗)
∆
= Vcr. This

is the essence of the PEBS method. A key question here is the detection of
the PEBS crossing. This crossing is also approximately the point at which
VPE(θ) is maximum along the faulted trajectory. Hence, Vcr can be taken
as equal to V max

PE (θ) along the faulted trajectory. It can be shown [97] that
the PEBS crossing is also the point at which f T (θ) · (θ − θs) = 0. f(θ) is
the accelerating power in the postfault system. That this is the same point
at which VPE(θ) is maximum has been shown to be true for a conservative
system [93]. In recent years, this PEBS crossing method has been the basis
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Figure 9.10: The potential energy boundary surface (reproduced from [97]

of improved algorithms such as the “second kick” method [115]. We now
explain the basic PEBS algorithm in detail. It will help in understanding
the newer algorithms. The energy function given by (9.28) is repeated here:

V (θ, ω̃) =
1

2

m∑

i=1

Miω̃
2
i −

m∑

i=1

Pi(θi − θs
i ) −

m∑

i=1

m∑

j=i+1

[Cij(cos θij − cos θs
ij)

−
∫ θi+θj

θs
i
+θs

j

Dij cos θijd(θi + θj)]. (9.49)

The last term on the right-hand side of (9.49) denoted by Vd(θ) is a path-
dependent term. This can be evaluated using trapezoidal integration as

Vd(θ) =
m−1∑

i=1

m∑

j=i+1

Iij (9.50)
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where at the kth step

Iij(k) = Iij(k − 1) +
1

2
Dij[cos(θi(k) − θj(k)) + cos(θi(k − 1) − θj(k − 1))]

[θi(k) + θj(k) − θi(k − 1) − θj(k − 1)] (9.51)

with

Iij(0) = 0.

This evaluation of Iij(0) is correct when the postfault system is the same
as the prefault system, but is somewhat inaccurate if there is line-switching.
This is explained in the next section. Equation (9.49) is rewritten as

V (θ, ω̃) = VKE(ω̃) + Vp(θ) + Vd(θ) (9.52)

where

VPE(θ) = Vp(θ) + Vd(θ) (9.53)

Vp(θ) = −
m∑

i=1

Pi(θi − θs
i ) −

m∑

i=1

m∑

j=i+1

Cij(cos θij − cos θs
ij)

and Vd(θ) is given by (9.50). It can be shown [97] that the points θ on the
PEBS are defined by

∑m
i=1 fi(θ)(θi − θs

i ) = 0. This is the characterization
of the PEBS. In vector form, this can be written as f T (θ) · (θ − θs) = 0.
Denoting θ−θs = θ̂, we can show by analogy to the zero transfer conductance
case that inside the PEBS fT (θ) · θ̂ < 0, and outside the PEBS it is > 0 [93].

In the absence of transfer conductances, f(θ) = − ∂VPE(θ)
∂θ . When θ is away

from θs, within the potential multidimensional “well,” ∂VPE(θ)
∂θ (which is the

gradient of the potential energy function) and θ̂ (i.e., (θ− θs)) are both > 0.
Hence, fT (θ) · θ̂ < 0 inside the “well.” Outside the “well,” θ− θs is > 0 and
∂VPE(θ)

∂θ < 0, resulting in fT (θ) · θ̂ > 0. On the PEBS, the product fT (θ) · θ̂
is equal to zero.

The steps to compute tcr using the PEBS method are as follows:

1. Compute the postfault s.e.p θs by solving (9.23).

2. Compute the fault-on trajectory given by (9.21).
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3. Monitor fT (θ) · θ̂ and VPE(θ) at each time step. The parameters in
f(θ) and VPE(θ) pertain to the postfault configuration.

4. Inside the potential “well” f T (θ) · θ̂ < 0. Continue steps 2 and 3 until
fT (θ) · θ̂ = 0. This is the PEBS crossing (t∗, θ∗, ω̃∗). At this point,
find VPE(θ∗). This is a good estimate of Vcr for that fault.

5. Find when V (θ̃, ω̃) = Vcr from the fault-on trajectory. This gives a
good estimate of tcr.

One can replace steps 3 and 4 by monitoring when V max
PE (θ) is reached, and

taking it as Vcr. There will be some error in either of the algorithms.

9.6.5 Initialization of VPE(θ) and its use in PEBS method

In this section, we outline a further simplification of the PEBS method that
works well in many cases, particularly when θs is “close” to θo. While
integrating the faulted trajectory given by (9.21), the initial conditions on
the states are θi(0) = θo

i and ω̃i(0) = 0. In the energy function (9.29), the
reference angle and velocity variables are θs

i and ω̃i(0) = 0. Thus, at t = 0,
we evaluate VPE(θ) in (9.29) as

VPE(θo) = −
m∑

i=1

∫ θo
i

θs
i

fi(θ)dθi

= −
m∑

i=1

Pi(θ
o
i − θs

i ) −
m−1∑

i=1

m∑

j=i+1
[

Cij(cos θ
o
ij − cos θs

ij) −
∫ θo

i
+θo

j

θs
i
+θs

j

Dij cos θijd(θi + θj)

]

= K (a constant). (9.54)

The path-dependent integral term in (9.54) is evaluated using the trapezoidal
rule:

Iij(0) =
1

2
Dij

[

cos(θo
i − θo

j ) + cos(θs
i − θs

j)
] [

(θo
i + θo

j ) − (θs
i + θs

j)
]

.(9.55)

If the postfault network is the same as the prefault network, then K = 0.
Otherwise, this value of K should be included in the energy function.

If one uses the potential energy boundary surface (PEBS) method, then
when the postfault network is not equal to the prefault network, this term
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can be subtracted from the energy function, i.e.,

V (θ, ω̃) = VKE(ω̃) + VPE(θ) − VPE(θo). (9.56)

Hence, the potential energy can be defined, with θo as the datum, as

V̂PE(θ)
∆
= VPE(θ) − VPE(θo) = −

[
m∑

i=1

∫ θi

θs
i

fi(θ)dθi −
m∑

i=1

∫ θo
i

θs
i

fi(θ)dθi

]

= −
m∑

i=1

∫ θi

θo
i

fi(θ)dθi. (9.57)

If the path-dependent integral term in (9.57) is evaluated, using trape-
zoidal integration as in (9.51), Iij(0) = 0. At the PEBS crossing θ∗, V̂PE(θ∗)
gives a good approximation to Vcr. The PEBS crossing has been shown as
approximately the point at which the potential energy VPE reaches a max-
imum value. Hence, one can directly monitor V̂PE and thus avoid having
to monitor the dot product fT (θ) · (θ − θs) as in step 4 of the previous sec-
tion. This leads to the important advantage of not having to compute θs.
In fast screening of contingencies, this could result in a significant saving of
computation. On large-scale systems, this has not been investigated in the
literature so far.

Example 9.5

Compute the Y int for Example 7.1, using the classical model for the fault
at bus 7 followed clearing lines of 7–5. Using the PEBS method, compute
tcr. Use fT (θ) · θ̂ as the criterion for PEBS crossing.

Y int with fault at bus 7 (faulted system)

In the Y new
aug matrix of Example 7.6, since V7 ≡ 0, we delete the row and

column corresponding to bus 7. Then eliminate all buses except the internal
nodes 10, 11, and 12. The result is

Y
F
int =






0.6567 − j3.8159 0.0000 − j0.0000 0.0701 + j0.6306
0.0000 − j0.0000 0.0000 − j5.4855 0.0000 − j0.0000
0.0701 + j0.6306 0.0000 − j0.0000 0.1740 − j2.7959




 .
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Y int with lines 7–5 cleared (postfault system)

Y bus = Y N is first computed with lines 7–5 removed, and the rest of the
steps are as in Example 7.6. Buses 1 to 9 are eliminated, resulting in

Y int =






1.1386 − 2.2966i 0.1290 + 0.7064i 0.1824 + 1.0637i
0.1290 + 0.7064i 0.3744 − 2.0151i 0.1921 + 1.2067i
0.1824 + 1.0637i 0.1921 + 1.2067i 0.2691 − 2.3516i




 .
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The initial rotor angles are δ1(0) = 0.0396 rad, δ2(0) = 0.344 rad, and
δ3(0) = 0.23 rad. The COA is calculated as δo = 1

MT

∑3
i=1Miδi(0) =

0.116 rad, where MT = M1 +M2 +M3. Hence, we have θ1(0) = δ1(0)− δo =
−0.0764 rad, θ2(0) = δ2(0) − δo = 0.229 rad, and θ3(0) = δ3(0) − δo =
0.114 rad, ω̃1(0) = ω̃2(0) = ω̃3(0) = 0. The postfault s.e.p is calculated as
θs
1 = −0.1782, θs

2 = 0.5309, θs
3 = 0.2711. The steps in computing tcr are

given below.

1. From the entries in Yint for faulted and postfault systems, the appro-
priate Cij and Dij ’s are calculated to put the equations in the form of
(9.21) and (9.22).

2. V (θ, ω) is given by VKE +VPE(θ), where VKE = 1
2Miω̃

2
i and VPE(θ) is

given by (9.53). The path-integral term is evaluated as in (9.51), with
Iij(0) = 0, and the term (9.55) is added to VPE(θ).

3. The faulted system corresponding to (9.21) is integrated and at each
time step V (θ, ω̃) as well as VPE(θ) are computed. Also the dot product
fT (θ) · θ̂ is monitored. The plots of V (θ, ω̃) and VPE(θ) are shown in
Figure 9.11. Figure 9.12 shows the plot of f T (θ) · θ̂.

4. Vmax
PE = 1.0377 is reached at approximately 0.36 sec. Note from Fig-

ure 9.12 that the zero crossing of f T (θ) · θ̂ occurs at approximately the
same time.

5. From the graph for V (θ, ω̃), tcr = 0.179 sec when V (θ, ω̃) = 1.0377. 2

9.7 The Boundary Controlling u.e.p (BCU) Method

This method [98] provided another breakthrough in applying energy function
methods to stability analysis after the work of Athay et al. [97], which origi-
nally proposed the controlling u.e.p method. The equations of the postfault
system (9.22) can be put in the state-space form as

θ̇ = ω̃i

Mi
˙̃ωi = fi(θ)

= −∂VPE(θ)

∂θi
i = 1, . . . ,m. (9.58)



306 CHAPTER 9. ENERGY FUNCTION METHODS

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

1

2

3

4

5

6
 

E
ne

rg
y

Time (sec)

(a)

(b)

Figure 9.11: Total and potential energies: (a) V (θ, ω̃) (dashed line); (b)
VPE(θ) (solid line)

Now

V̇ (θ, ω̃) =
∂V

∂θ
θ̇ +

∂V

∂ω̃
˙̃ω

=
∂VPE(θ)

∂θ
θ̇ +

∂VKE(ω̃)

∂ω̃
˙̃ω

= −
m∑

i=1

fi(θ)θ̇i +
m∑

i=1

Miω̃i
˙̃ωi

=
m∑

i=1

ω̃i(−fi(θ) +Mi
˙̃ωi)

= 0, (9.59)

Hence, V (θ, ω̃), is a valid energy function.
The equilibrium points of (9.58) lie on the subspace θ, ω̃ such that θεRm, ω̃ =

0. In the previous section, we have qualitatively characterized the PEBS as
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Figure 9.12: The monitoring of the PEBS crossing by f T (θ) · θ̂

the hypersurfaces connecting the u.e.p’s. We make it somewhat more precise
now. Consider the gradient system

θ̇ =
−∂VPE(θ)

∂θ
. (9.60)

Note that the gradient system has dimension m, which is half the order of
the system (9.58). It has been shown by Chiang et al. [98] that the region
of attraction of (9.58) is the union of the stable manifolds of u.e.p’s lying
on the stability boundary. If this region of attraction is projected onto the
angle space, it can be characterized by

∂A(θs) = ∪iW
s(θub

i ) (9.61)

where θub
i is an u.e.p on the stability boundary in the angle space. The stable

manifold W s(θub
i ) of θub

i is defined as the set of trajectories that converge
to θub

i as t → +∞. Since the gradient of VPE(θ) is a vector orthogonal to
the level surfaces VPE(θ) = constant in the direction of increased values of
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VPE(θ), the PEBS in the direction of decreasing values of VPE(θ) can be

described by the differential equations θ̇ = −∂VPE(θ)
∂θ = f(θ). Hence, when

the fault-on trajectory reaches the PEBS at θ = θ∗ corresponding to t = t∗,
we can integrate the set of equations for t > t∗ as

θ̇ = f(θ), θ(t∗) = θ∗ (9.62)

where f(θ) pertains to the postfault system. This will take θ(t) along the
PEBS to the saddle points (u.e.p’s U1 or U2 in Figure 9.10 depending on
θ∗). The integration of (9.62) requires very small time steps since it is
“stiff.” Hence, we stop the integration until ‖f(θ)‖ is minimum. At this
point, let θ = θu

app. If we need the exact θu, we can solve for f(θ) = 0 in
(9.23) using θu

app as an initial guess. The BCU method is now explained in
an algorithmic manner.

Algorithm

1. For a given contingency that involves either line switching or load/generation
change, compute the postdisturbance s.e.p. θs as follows.
The s.e.p and u.e.p’s are solutions of the real power equations

fi(θ) = Pi − Pei(θ) −
Mi

MT
PCOI(θ) = 0 i = 1, . . . ,m.(9.63)

θm = −1
Mm

∑m−1
i=1 Miθi, it is sufficient to solve for

fi(θ) = 0 i = 1, . . . ,m− 1 (9.64)

with θm being substituted in (9.64) in terms of θ1, . . . , θm−1. Generally,
the s.e.p. θs is close to θo the prefault e.p. Hence, using θo as the
starting point, (9.64) can be solved using the Newton-Raphson method.

2. Next, compute the controlling u.e.p. θu as follows:

(a) Integrate the faulted system (9.21) and compute V (θ, ω̃) = VKE(ω̃)+
VPE(θ) given in (9.52) at each time step. As in the PEBS algo-
rithm of the previous section, determine when the PEBS is crossed
at θ = θ∗ corresponding to t = t∗. This is best done by finding
when fT (θ) · (θ − θs) = 0.
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(b) After the PEBS is crossed, the faulted swing equations are no
longer integrated. Instead, the gradient system (9.62) of the post-
fault system is used. This is a reduced-order system in that only
the θ dynamics are considered as explained earlier, i.e., for t > t∗

θ̇ = f(θ), θ(t∗) = θ∗. (9.65)

Equation (9.65) is integrated while looking for a minimum of

m∑

i=1

| fi(θ) | . (9.66)

At the first minimum of the norm given by (9.66), θ = θu
app and

VPE(θu
app) = Vcr is a good approximation to the critical energy

of the system. The value of θu
app is almost the relevant or the

controlling u.e.p.

(c) The exact u.e.p can be obtained by solving f(θ) = 0 and using
θu
app as a starting point to arrive at θu. Note that since f(θ)

is nonlinear, some type of minimization routine must be used to
arrive at θu. Generally, θu

app is so close to θu that it makes very
little difference in the value of Vcr whether θu or θu

app is used.

3. Vcr is approximated as Vcr = V (θu, 0) = VPE(θu).
Because of the path-dependent integral term in VPE, this compu-
tation also involves approximation. Unlike computing VPE(θ) from
the faulted trajectory where θ was known, here we do not know the
trajectory from the full system. Hence, an approximation has to be
used. The most convenient one is the straight-line path of integration.
VPE(θu) is evaluated as [97]:

VPE(θu) = −
m∑

i=1

Pi(θ
u
i − θs

i ) −
m−1∑

i=1

m∑

j=i+1

[

Cij

(

cos θu
ij − cos θs

ij

)

−
(θu

i − θs
i ) + (θu

j − θs
j)

(θu
i − θs

i ) − (θu
j − θs

j)
Dij

(

sin θu
ij − sin θs

ij

)
]

. (9.67)

We derive the third term of (9.67) as follows. Assume a ray from θs
i to

θu
i and then any point on the ray is θi = θs

i + p(θu
i − θs

i )(0 ≤ p ≤ 1).
Thus, d(θi + θj) = dp(θu

i − θs
i + θu

j − θs
j). The path-dependent term



310 CHAPTER 9. ENERGY FUNCTION METHODS

Vd(θ) in (9.49) is now evaluated at θu as Vd(θ) =
∑m−1

i=1

∑m
j=i+1 Iij.

Iij = [(θu
i − θs

i ) + (θu
j − θs

j)]

∫ 1

0
Dij cos[(θs

i − θs
j)

+p((θu
i − θs

i ) − (θu
j − θs

j))]dp

=
(θu

i − θs
i ) + (θu

j − θs
j)

(θu
i − θs

i ) − (θu
j − θs

j)
Dij

[

sin
(

θs
i − θs

j

)

+p
(

(θu
i − θs

i ) − (θu
j − θs

j)
)]∣
∣
∣

p=1

p=0

=
(θu

i − θs
i ) + (θu

j − θs
j)

(θu
i − θs

i ) − (θu
j − θs

j)
Dij

[

sin θu
ij − sin θs

ij

]

. (9.68)

4. To compute tcr, we go back to the already-computed value of V (θ, ω̃)
from the fault-on trajectory in the case of a fault, or the postdistur-
bance trajectory in the case of load/generation change, and find the
time when V (θ, ω̃) = Vcr. In the case of a fault this time instant
gives tcr and the system is stable if the fault is set to clear at a time
t < tcr. In the case of load/generation change, the system is stable if
V (θ, ω̃) < Vcr for all t.

Example 9.6

Compute tcr using the BCU method for Example 9.5. Use θu
app instead of

the exact controlling u.e.p θu to compute Vcr.
The PEBS crossing is computed as in Example 9.5. t∗ is obtained as

0.3445 sec and θ∗1 = −0.7290 rad, θ∗2 = 2.3988 rad and θ∗3 = 0.6248 rad.
The gradient system for t ≥ t∗ is given by

θ̇ = f(θ), θ(t∗) = θ∗

where f(θ) is given by (9.63) with the parameters Cij and Dij pertaining
to the postfault system. The equations are now integrated until ‖f(θ)‖ =
∑3

i=1 |fi(θ) | is minimum (Figure 9.13). The minimum obtained is ‖f‖ =
0.985. At this point, θu

app1 = −0.7451 rad, θu
app2 = 2.3909 rad, and θu

app3 =

0.6487 rad. With this, Vcr = VPE(θu
app) is calculated using (9.67) as 1.0815.

Hence, from the fault-on trajectory in Figure 9.11, tcr is between 0.180 and
0.184 sec. In this case, tcr by both the PEBS and BCU method is about the
same. The effect of loading, as well as the closed-form approximation to the
path-dependent integral on tcr, is discussed in [120]. 2
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Figure 9.13: Plot || f(θ) || as a function of time in the gradient system

9.8 Structure-Preserving Energy Functions

The structure-preserving model (7.201)–(7.204) is reproduced below.

θ̇i = ωi − ωs (9.69)

Miω̇i = TMi −
n+m∑

j=1

ViVjBij sin(θi − θj)

i = n+ 1, . . . , n+m (9.70)

PLi(Vi) =
n+m∑

j=1

ViVjBij sin(θi − θj) i = 1, . . . , n (9.71)

QL(Vi) = −
n+m∑

j=1

ViVjBij cos(θi − θj) i = 1, . . . , n. (9.72)

Note that the rotor angles δi’s are also denoted as θi’s. Here, we are assuming
constant real power loads so that PLi(Vi) = PLi, and reactive power as
nonlinear voltage-dependent loads. If the angles are referred to the COI
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δo = 1
MT

∑m
i=1Miθi, then the angles referenced to COI become θ̃i = θi −

δo (i = 1, . . . , n+m). It can be shown [94] that the energy function is given
by

V (ω̃, θ̃, V ) = VKE(ω̃) + VP1(θ̃, V ) + VP2(θ̃) (9.73)

where

VKE(ω̃) =
1

2

m∑

i=1

Miω̃
2
i

Vp1(θ̃, V ) = −
n+m∑

i=n+1

TMi(θ̃i − θ̃s
i ) +

n∑

i=1

∫ Vi

V s
i

QLi(Vi)

Vi
dVi (9.74)

1

2

n∑

1

Bii(V
2
i − (V s

i )2) (9.75)

−
n+m−1∑

i=1

n+m∑

j=i+1

Bij(ViVj cos θ̃ij − V s
i V

s
j cos θ̃s

ij) (9.76)

Vp2(θ̃) = −
n∑

1

PLi(θ̃i − θ̃s
i ). (9.77)

This energy function has been used for both transient-stability and voltage-
stability analyses. In the second case, only the PE term is used, along with
the concepts of high- and low-power flow solutions [117].

9.9 Conclusion

In this chapter, we have discussed in detail the transient energy function
method for angle stability. The basis of the method has been shown to be
the famous Lyapunov’s direct method [118]. The equivalence of the energy
function to the equal-area criterion has been shown for the single-machine
case. For the multimachine case, the PEBS and the BCU have been ex-
plained in detail. The TEF method can be used to act as a filter to screen
out contingencies in a dynamic security assessment framework [119]. The
BCU method is known to be sensitive with respect to the PEBS crossing θ∗.
The method can be made more robust by tracking the stable manifold to
the controlling u.e.p using what is called “shadowing” method [121]. Finally,
the structure-preserving energy function has been derived. The TEF area is
an active area of research.
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9.10 Problems

9.1 A single machine connected to an infinite bus has the following faulted
and postfault equations.

Faulted

0.0133
d2δ

dt2
= 0.91 0 < t ≤ tc`.

Postfault

0.0133
d2δ

dt2
= 0.91 − 3.24 sin δ t > tc`.

The prefault system is the same as the postfault system.

(a) Find V (δ, ω) and Vcr using the u.e.p formulation.

(b) Explain stability test of (a) using the equal-area criterion. Sketch
the areas A1, A2, A3.

(c) Find tcr using Vcr.

(d) Find tcr using PEBS method.

9.2 For the 3-machine system of Example 7.1, a fault occurs at bus 7 and
is cleared at tc` with no line switching.

(a) Based on prefault load flow and using the classical model, compute
the voltages behind transient reactances and the rotor angles at
t = 0−.

(b) Find Y int for the faulted and the postfault cases.

(c) Write the energy function V (θ, ω̃), assuming Gij = 0(i 6= j).

(d) Write the faulted equations in COI notation, together with the
initial conditions.

(e) Compute tcr using the PEBS method.

(f) Repeat (c), (d), and (e), assuming Gij 6= 0.

9.3 For Problem 8.1 using the classical model, compute Y int for prefault
and Y int for a fault at bus 112.
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9.4 Compute for Problem 8.1 the voltages behind transient reactances and
the rotor angles at t = 0−.

(a) Using results of Problem 9.3, write the energy function V (θ, ω̃).
Assume that the fault at bus 112 is self-clearing.

(b) Using the PEBS method, compute tcr.

9.5 Use the BCU method to compute tcr for Problems 9.2 and 9.4. Do this
first for Gij = 0(i 6= j) and then for Gij 6= 0. Compare the results
with the PEBS method.



Appendix A

Integral Manifolds for Model
Reduction

A.1 Manifolds and Integral Manifolds

The term “manifold” in this chapter refers to a functional relationship be-
tween variables. For example, a manifold for z as a function of x is simply
another term for the expression

z = h(x) (A.1)

When x is a scalar, the manifold is a line when plotted in the z, x space.
When x is two-dimensional, the manifold is a surface that might appear as
in Figure A.1

To define an integral manifold, we have to introduce a multidimensional
dynamic model of the form

dx

dt
= f(x, z) x(o) = xo (A.2)

dz

dt
= g(x, z) z(o) = zo. (A.3)

An integral manifold for z as a function of x is a manifold

z = h(x) (A.4)

which satisfies the differential equation for z. Thus, h(x) is an integral
manifold of (A.2)–(A.3) if it satisfies

∂h

∂x
f(x, h) = g(x, h). (A.5)

315
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z

x2

x1

Figure A.1: Geometrical interpretation of a manifold

If the initial conditions on x and z lie on the manifold (zo = h(xo)), then
the integral manifold is an exact solution of the differential equation (A.3),
and the following reduced-order model is exact:

dx

dt
= f(x, h(x)) x(o) = xo. (A.6)

A.2 Integral Manifolds for Linear Systems

The concept of integral manifolds is illustrated in this section through a
series of examples. Consider the oversimplified system

dx

dt
= −x+ z x(o) = xo (A.7)

dz

dt
= −10z + 10 z(o) = zo. (A.8)

We say that z is predominantly fast because of the 10 multiplying the right
side. We say that x is predominantly slow because it has only 1 multiply-
ing the right side. For comparison later, let’s solve for the exact response.
Because it is a linear time-invariant system, the solution will be of the form

x(t) = c1e
λ1t + c2e

λ2t + c3 (A.9)

z(t) = c4e
λ1t + c5e

λ2t + c6 (A.10)



A.2. INTEGRAL MANIFOLDS FOR LINEAR SYSTEMS 317

where λ1 and λ2 are the two eigenvalues. These are found from the system-
state matrix as follows:

[
dx
dt
dz
dt

]

=

[

−1 1
0 −10

]

︸ ︷︷ ︸

A

[

x
z

]

+

[

0
10

]

. (A.11)

The eigenvalues are the solutions of

determinant [λI −A] =

∣
∣
∣
∣
∣

λ+ 1 −1
0 λ+ 10

∣
∣
∣
∣
∣
= 0 (A.12)

or (λ+1)(λ+10)− 0 = 0. The roots are λ1 = −1, λ2 = −10. The constants
c3 and c6 are the steady-state solution

0 = −xss + zss
0 = −10zss + 10

}

zss = 1 xss = 1 (A.13)

so

x = c1e
−t + c2e

−10t + 1 (A.14)

z = c4e
−t + c5e

−10t + 1. (A.15)

The other constants are found from the initial conditions:

x(o) = c1 + c2 + 1 = xo (A.16)

dx

dt
|o = −c1 − 10c2 = −xo + zo (A.17)

z(o) = c4 + c5 + 1 = zo (A.18)

dz

dt
|o = −c4 − 10c5 = −10zo + 10. (A.19)

Solving

c1 = xo +
zo − 10

9
c2 = −z

o − 1

9
(A.20)

c3 = zo − 1 c4 = 0 (A.21)

the exact solution is

x =












xo − 10

9
+

zo

9
︸︷︷︸

small if zo

is not large












e−t − zo − 1

9
︸ ︷︷ ︸

small if zo

is not large

e−10t + 1. (A.22)
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If zo is not large, the major part of x is slow. The fast variation of z
contributes only small amounts to x.

To see how we can develop a reduced-order model, look for an integral
manifold of the form

z = hx+ c (A.23)

where h and c are constants. Substituting into the z differential equation,

h
dx

dt
= −10(hx+ c) + 10 (A.24)

or

h(−x+ hx+ c) = −10hx− 10c + 10. (A.25)

One solution is h = 0, c = 1. This means that z = 1 is an exact integral
manifold for the z variable. That is, if z = 1 at any time, then z remains
equal to one for all time. Or, more properly stated: “If the initial conditions
start on the manifold, then the system remains on the manifold.” If this
integral manifold is substituted into the x differential equation, the reduced-
order model (valid only for zo = 1) is

dx

dt
= −x+ 1 x(o) = xo (A.26)

which clearly exhibits the exact slow eigenvalue and the following solution

x = (xo − 1)e−t + 1. (A.27)

Compare this to the exact solution of (A.22). If zo is equal to 1.0, then
(A.26) gives the exact response of x for any xo. If zo is not equal to 1.0,
then (A.26) will not give the exact response of x. For this case, we define
the off-manifold variable η as

η
∆
= z − 1 (A.28)

which has the dynamics

dη

dt
= −10η η(o) = zo − 1. (A.29)

Note that η = 0 is an exact integral manifold because if η = 0 at any time,
η = 0 for all time. The exact solution, when η(0) 6= 0, is

η(t) = (zo − 1)e−10t. (A.30)
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The integral manifold plus off-manifold solution for z as a function of x and
t is

z = 1 + (zo − 1)e−10t (A.31)

This gives the exact reduced-order model (for any zo)

dx

dt
= −x+ 1 + (zo − 1)e−10t x(o) = xo. (A.32)

While this may have been obvious from the beginning, the steps that led to
this result are important for cases where it is not obvious.

The fast time-varying input into this slow subsystem is somewhat unde-
sirable. An interesting approximation can be made to eliminate this term as
follows. Since the time-varying term decays very rapidly (e−10t), this term
enters the slow differential equation almost as an impulse. It is zo−1 at time
zero and essentially zero for t > 0. Using the following impulse identity,

Imp(t)
∆
=

lim
a→ o

1

a
e−

t
a . (A.33)

Equation (A.32) can be approximated by

dx

dt
≈ −x+ 1 +

(zo − 1)

10
Imp(t) x(o) = xo (A.34)

This impulse can be eliminated by recognizing that its integral can be in-
cluded in the initial condition on x

x(t) = xo +

∫ t

o
(−x+ 1)dt̂ +

∫ t

o

(zo − 1)

10
Imp(t̂)dt̂ (A.35)

or

x(t) = xo +
zo − 1

10
+

∫ t

o
(−x+ 1)dt̂. (A.36)

This gives the approximate reduced-order model using the exact integral
manifold for z and accounts for the z initial condition off-manifold dynamics
through a revised initial condition on x:

dx

dt
≈ −x+ 1 x(o) = xo +

(zo − 1)

10
. (A.37)
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To see the impact of this approximation, consider the example in which
xo = 1 and zo = 0. The exact response of x is the solution of

(a)
dx

dt
= −x+ 1 − e−10t x(o) = 1.0. (A.38)

The approximate response of x using only the exact integral manifold for z
is the solution of

(b)
dx

dt
≈ −x+ 1 x(o) = 1.0. (A.39)

The improved approximate response of x accounting for the off-manifold
dynamics is the solution of

(c)
dx

dt
≈ −x+ 1 x(o) = 0.9. (A.40)

A comparison of these solutions is given in Figure A.2. It is important

1.0

0.5

0
0 1.0 t

(a)

1.0

0.5

0
0 1.0 t

(b)

1.0

0.5

0
0 1.0 t

(c)

Figure A.2: Comparison of exact and approximate solutions

to observe that the basic phenomenon was captured by the slow manifold
of (b). The correction for the fast initial condition was a second-order effect
approximated fairly well.

Before leaving this example, we return to (A.25) and observe that another
integral manifold solution is

h = −9, c = 10 (A.41)

which gives another exact integral manifold,

z = −9x+ 10. (A.42)

If this solution is used in the original differential equation for x, the reduced-
order model is

dx

dt
= −10x+ 10 x(o) = xo. (A.43)
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The solution of this is

x = (xo − 1)e−10t + 1. (A.44)

Compare this to the exact solution of (A.22). It is exact if zo = −9xo + 10.
This means it is exact for xo = 1, zo = 1. But, if xo = 0.5, zo = 1 (not
significantly different), there will be a large error in this reduced-order model,
which is good only for a very limited range of initial conditions.

We now extend this concept to the more general case with coupling in
both equations as:

dx

dt
= −x+ z (A.45)

dz

dt
= −10x− 10z. (A.46)

As before, we say that z is predominantly fast and x is predominantly slow.
This is due to the 10 multiplying the right side of the z differential equation.
The eigenvalues of this system are found from the state matrix

A =

[

−1 1
−10 −10

]

(A.47)

| λI −A | =

∣
∣
∣
∣
∣

λ+ 1 −1
10 λ+ 10

∣
∣
∣
∣
∣
= (λ+ 1)(λ+ 10) + 10 = 0. (A.48)

The roots are

λ1 = −2.3 λ2 = −8.7 (A.49)

so the exact solution is

x = c1e
−2.3t + c2e

−8.7t + c3 (A.50)

z = c4e
−2.3t + c5e

−8.7t + c6. (A.51)

The steady-state values of x and z are

xss = c3 = 0 zss = c6 = 0. (A.52)

Focusing on x, let’s solve for c1 and c2.

x(o) = c1 + c2 = xo (A.53)

dx

dt
|o = −2.3c1 − 8.7c2 = −xo + zo. (A.54)
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Solving

c1 =
7.7xo + zo

6.4
, c2 = −1.3xo + zo

6.4
(A.55)

so:

x =












7.7

6.4
xo +

zo

6.4
︸︷︷︸

small if zo

is not large












e−2.3t −












1.3

6.4
xo +

zo

6.4
︸︷︷︸

small if zo

is not large












e−8.7t. (A.56)

As before, if zo is not large, the x response is dominated by the slow com-
ponent. If we are interested only in capturing the mode with eigenvalue
-2.3, we propose that this mode is associated with the state x, and seek to
eliminate z from (A.45)–(A.46) through an integral manifold of the general
linear form

z = hx+ c (A.57)

Substituting into (A.46) (and using (A.45)) gives

h(−x+ hx+ c) = −10x− 10hx− 10c. (A.58)

For arbitrary x, this has the solutions

c = 0 h = −1.3 (A.59)

c = 0 h = −7.7. (A.60)

Thus, there are two integral manifolds for z as before:

IM 1 : z = −1.3x (A.61)

IM 2 : z = −7.7x. (A.62)

Substitution of IM 1 into (A.45) gives

dx

dt
= −2.3x (A.63)

and substitution of IM 2 into (A.45) gives the faster subsystem

dx

dt
= −8.7x. (A.64)
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This second result is somewhat disturbing, since we had originally proposed
that the variable x was associated with the -2.3 mode. Several important
points are illustrated here. First, integral manifolds can be used to decouple
systems and find eigenvalues. Second, integral manifolds are not unique
(one for each eigenvalue, it appears!). Third, the choice of the integral
manifold determines the phenomena retained in the reduced-order model.
To understand more about this technique, consider the same system with
the introduction of the small parameter ε (1/10 in the above example), and
the inclusion of initial conditions

dx

dt
= −x+ z x(o) = xo (A.65)

ε
dz

dt
= −x− z z(o) = zo. (A.66)

Again we seek a linear manifold

z = h(ε)x+ c(ε) (A.67)

where we presume that h and c would normally depend on the parameter ε.
Substitution of (A.67) into (A.65)–(A.66) gives

εh(ε)(−x + h(ε)x + c(ε)) = −x− h(ε)x− c(ε). (A.68)

Again, for arbitrary x, the solutions are

c(ε) = 0, h(ε) = −1 − ε

2ε
+

1

2ε

√

(1 − ε)2 − 4ε, h(o) = −1 (A.69)

c(ε) = 0, h(ε) = −1 − ε

2ε
− 1

2ε

√

(1 − ε)2 − 4ε, h(o) = −∞. (A.70)

For positive ε < 1, these solutions exist only for

0 ≤ ε ≤ 0.1715. (A.71)

This makes sense, since the original system has complex eigenvalues for ε
less than 1 but greater than 0.1715. It would be impossible to capture a
complex mode from a single-state equation.

This simple example illustrates that integral manifolds may not exist and
may not be unique. If we are interested in the “slow mode,” which we propose
is associated with the variable x, we need a systematic way to compute the
correct integral manifold. If z is infinitely fast (ε = 0), the integral manifold
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of interest is z = −x(h = −1). When ε is near zero, we propose that the
integral manifold of interest should be near -1. To systematically compute
h for ε near zero, we expand h(ε) in a power series in ε as

h(ε) = ho + εh1 + ε2h2 + . . . (A.72)

and return to the example by substituting into (A.66) and (A.67) (using
c(ε) = 0)

ε(ho + εh1 + ε2h2 + . . .)(−x+ (ho + εh1 + ε2h2 + . . .)x)

= −x− (ho + εh1 + ε2h2 + . . .)x. (A.73)

For arbitrary x, we solve for ho, h1, h2, . . . by equating coefficients of powers
of ε:

εo : 0 = −1 − ho or ho = −1 (A.74)

ε1 : ho(−1 + ho) = −h1 or h1 = ho − h2
o = −2 (A.75)

etc.

Stopping with these terms,

h(ε) ≈ −1 − 2ε. (A.76)

This approximates the exact integral manifold of (A.65)–(A.66) as

z ≈ −(1 + 2ε)x. (A.77)

Using this in (A.65) gives the approximate reduced-order model (valid when
the initial conditions satisfy zo = h(ε)xo)

dx

dt
≈ −(2 + 2ε)x x(o) = xo. (A.78)

This model could be improved to any degree of accuracy by including addi-
tional terms of h(ε). Since these terms were computed from a power series
near the integral manifold of interest (slow manifold), the correct mode has
been captured. Note that it is necessary to consider only the off-manifold
dynamics due to the initial conditions if the reduced order model is going to
be used in a simulation. If only eigenvalues are of interest, the off-manifold
dynamics due to initial conditions are not relevant. For ε = 0.1, as in the
previous example, the slow eigenvalue (-2.3) is approximated in (A.78) by
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-2.2. As a warning, it is important to note that in this example the integral
manifold always exists when ε is actually zero. When ε is small but not zero,
the infinite series of (A.72) can always be computed, but its convergence
and, hence, its validity depend on the size of the actual ε. In this example,
we would expect that this series converges only when ε is less than 0.1715.
Thus, while terms of the integral manifold series can be computed for any
ε, it should be used only when ε is less than 0.1715.

While computation of the integral manifold is the primary task in model
reduction, it may not make sense to find a good approximation and then
ignore the possibility that z does not start on the manifold (zo 6= h(ε)xo).
As in the earlier example, it is possible to approximate this impact on x by
computing the off-manifold correction. To do this, we define the off-manifold
variable as (with c(ε) = 0)

η
∆
= z − h(ε)x (A.79)

which has dynamics (recalling (A.68) with c(ε) = 0)

ε
dη

dt
= −(1 + εh(ε))η η(o) = zo − h(ε)xo. (A.80)

Clearly, η = 0 is also an integral manifold because if η = 0 at any time,
then η = 0 for all time. The exact off-manifold dynamics are the solution of
(A.80):

η(t) = (zo − h(ε)xo)e(−
1+εh(ε)

ε
)t. (A.81)

If h(ε) is known exactly, then the exact slow subsystem is

dx

dt
= −(1 − h(ε))x+ (zo − h(ε)xo)e(

1+εh(ε)
ε

)t

x(o) = xo. (A.82)

As before, this fast input can be approximated by an impulse and eliminated
by modification of the initial condition to obtain

dx

dt
≈ −(1 − h(ε))x

x(o) = xo +

(
ε

1 + εh(ε)

)

(zo − h(ε)xo) (A.83)
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Clearly, if zo = h(ε)xo (on the slow manifold), this result is exact when h(ε)
is exact. In our example, h(ε) was never found exactly. Using the approx-
imation h(ε) ≈ −1 − 2ε with ε = 1/10 gives the following slow subsystem
approximate model (approximate for two reasons: h(ε) is not exact and the
off-manifold dynamics are not exact):

dx

dt
≈ −2.2x x(o) =

100

88
xo +

10

88
zo. (A.84)

The basic result of all this is summarized as follows. Consider a linear
system in standard two-time-scale form

dx

dt
= Ax+Bz (A.85)

ε
dz

dt
= Cx+Dz (A.86)

where A,B,C,D are of order 1 (not big) and D is nonsingular (D−1 exists).
A first-order approximation of the slow dynamics of x is obtained by

simply setting ε = 0.

dx

dt
= Ax+Bz (A.87)

0 = Cx+Dz (A.88)

which gives the first approximation of the slow manifold (ho)

z = −D−1Cx (A.89)

and the first approximation of the slow dynamics of x

dx

dt
= (A−BD−1C)x. (A.90)

Using this approximate model will introduce two errors. One is due to the
fact that the integral manifold is not exact (ho is only the largest part of
h(ε)). The second error is due to the fact that the initial condition on z may
not satisfy the integral manifold.

It can be shown that if the initial condition on z is not big, then the
total error of these two approximations is small. The term “not big” means
that zo should be on the order of magnitude of 1 or less. The term “small”
means on the order of magnitude of ε. References [66] and [67] discuss this
in detail.
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In most cases, the first-order approximation of the slow manifold coin-
cides exactly with the steady-state relationship between z and x in the z
differential equation, because the result of setting ε to zero is the same as
the result of setting dz

dt to zero. There is, however, a profound theoretical

difference. Setting dz
dt = 0 implies z = constant. This would be contradicted

by the change of z when x changes (z = hox). Setting ε = 0 does not im-
ply z = constant, and thus is not contradicted by the change of z when x
changes.

A.3 Integral Manifolds for Nonlinear Systems

While there are many reduction techniques that can be applied to linear
systems, the primary advantage of the integral manifold approach is its
straightforward extension to nonlinear systems. We begin by considering
the general form

dx

dt
= f(x, z) x(o) = xo (A.91)

dz

dt
= g(x, z) z(o) = zo (A.92)

To analyze the dynamics of x, it is necessary to also compute the dynamics
of z. A reduced-order model involving only x requires the elimination of z
from (A.91). An integral manifold for z as a function of x has the form

z = h(x) (A.93)

and must satisfy (A.92)

∂h

∂x
f(x, h) = g(x, h). (A.94)

While, in general, it is very difficult to find such an integral manifold, there
are several very important cases in which h can be either found exactly or
approximated to any degree of accuracy. We begin with a generic example,
which closely resembles the single synchronous machine connected to an
infinite bus with stator transients

dx1

dt
= x2 − 1 (A.95)

dx2

dt
= f(x1, x2, z1, z2) (A.96)



328 APPENDIX A. INTEGRAL MANIFOLDS FOR MODEL

dz1
dt

= −σz1 + x2z2 + V sin x1 (A.97)

dz2
dt

= −σz2 − x2z1 + V cos x1. (A.98)

We suppose that only x1 and x2 are of interest, and look for an integral
manifold of the form

z1 = h1(x1, x2) (A.99)

z2 = h2(x1, x2). (A.100)

This two-dimensional integral manifold must satisfy

∂h1

∂x1
(x2 − 1) +

∂h1

∂x2
f(x1, x2, h1, h2) =

−σh1 + x2h2 + V sin x1 (A.101)

∂h2

∂x1
(x2 − 1) +

∂h2

∂x2
f(x1, x2, h1, h2) =

−σh2 − x2h1 + V cos x1. (A.102)

These partial differential equations can be solved by first assuming that h1

and h2 are independent of x2 and then equating coefficients of x2 to give

∂h1

∂x1
= h2,

∂h1

∂x1
= σh1 − V sin x1 (A.103)

∂h2

∂x1
= −h1,

∂h2

∂x1
= σh2 − V cos x1. (A.104)

Eliminating the partials gives the solution

h1 = V cos ∝ cos(∝ −x1) (A.105)

h2 = V cos ∝ sin(∝ −x1) (A.106)

where tan ∝= σ. Thus, if the initial conditions on z1, z2, and x1 satisfy
(A.105)–(A.106), then substitution of (A.105)–(A.106) into (A.96) gives an
exact reduced-order model. When the initial conditions on z1, z2, and x1 do
not satisfy (A.105)–(A.106), it is necessary to introduce the “off-manifold”
variables

η1
∆
= z1 − V cos ∝ cos(∝ −x1) (A.107)

η2
∆
= z2 − V cos ∝ sin(∝ −x1). (A.108)
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These off-manifold variables have the following dynamics:

dη1

dt
= −ση1 + x2η2 (A.109)

dη2

dt
= −ση2 − x2η1. (A.110)

This system has the explicit solution

η1 = c1e
−σt cos(t+ x1 − c2) (A.111)

η2 = −c1e−σt sin(t+ x1 − c2) (A.112)

where c1 and c2 are found from initial conditions by solving

zo
1 − V cos ∝ cos(∝ −xo

1) = c1 cos(xo
1 − c2) (A.113)

zo
2 − V cos ∝ sin(∝ −xo

1) = −c1 sin(xo
1 − c2). (A.114)

This result leads to an exact reduced-order model in x1 and x2 by using the
following in (A.96):

z1 = V cos ∝ cos(∝ −x1) + c1e
−σt cos(t+ x1 − c2) (A.115)

z2 = V cos ∝ sin(∝ −x1) − c1e
−σt sin(t+ x1 − c2). (A.116)

Such exact integral manifolds and exact off-manifold solutions are rare in
dynamic systems. The synchronous machine stands out as a unique device
with this property [64].

A very broad class of systems in which integral manifolds can often be
found or approximated to any degree of accuracy is the class of two-time-
scale systems of the form

dx

dt
= f(x, z)x(o) = xo (A.117)

ε
dz

dt
= g(x, z)z(o) = zo. (A.118)

These systems are called two-time scales because when ε is small, the z
variables are predominantly fast and the x variables are predominantly slow.
This is clear because the derivative of z with respect to time is proportional
to 1/ε, which is large for small ε. As in the linear case of the last section,
we propose an integral manifold for z as a function of x and ε:

z = h(x, ε). (A.119)
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We assume that ε is sufficiently small so that the manifold can be expressed
as a power series in ε:

h(x, ε) = ho(x) + εh1(x) + ε2h2(x) + . . . . (A.120)

Substitution into (A.119) and then (A.118) gives

ε

(
∂ho

∂x
+ ε

∂h1

∂x
+ . . .

)

f(x, h) = g(x, h). (A.121)

Expanding f and g about ε = 0,

f(x, h) = f(x, ho) + ε
∂f

∂z
|z=ho

h1 . . . (A.122)

g(x, h) = g(x, ho) + ε
∂g

∂z
|z=ho

h1 + . . . (A.123)

the partial differential equation to be solved is

ε

(
∂ho

∂x
+ ε

∂h1

∂x
+ . . .

)

(f(x, ho) + ε
∂f

∂z
|z=ho

h1 + . . .) =

g(x, ho) + ε
∂g

∂z
|z=ho

h1 + . . . (A.124)

Equating coefficients of powers of ε produces a set of algebraic equations to
be solved for ho, h1, h2 . . .:

εo : 0 = g(x, ho) (A.125)

ε1 :
∂ho

∂x
f(x, ho) =

∂g

∂z
|z=ho

h1 (A.126)

etc.

Clearly, the most important equation is (A.125), which requires the solution
of the nonlinear equation for ho. Once this is found, the solution for h1

simply requires nonsingular ∂g/∂z. Normally, if (A.125) can be solved, the
nonsingularity of ∂g/∂z follows.

As in the linear case, the use of an integral manifold in a reduced-order
model can give exact results only if it is found exactly and if the initial
conditions start on it. If the initial conditions do not start on the manifold
(do not satisfy (A.119)), an error will be introduced. To eliminate this
error, it is necessary to compute the off-manifold dynamics. This is done by
introducing the off-manifold variables

η
∆
= z − h(x, ε) (A.127)
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with the following dynamics

ε
dη

dt
= g(x, η + h) − ε

∂h

∂x
f(x, η + h) (A.128)

and the initial condition

η(o) = zo − h(xo, ε). (A.129)

These off-manifold dynamics normally are difficult to compute because they
require x. As a first approximation, (A.128) could be solved using x as a con-
stant equal to its initial condition. This is a reasonably good approximation
because the off-manifold dynamics should decay (if they are stable) before x
changes significantly. A geometric illustration of the integral manifold and
the off-manifold dynamics is shown in Figure A.3. If z starts off the surface

z

x1

x2

Figure A.3: Off-manifold dynamics

z = h(x, ε), it should decay rapidly to the surface (if it is stable), as shown
in the solid line. The dotted line shows the trajectory of z if off-manifold
dynamics are neglected and z is forced to begin on the surface.

It can be shown that, if z is stable, using ho as an approximation for h
and neglecting off-manifold dynamics only introduces “order ε” error into the
slow variable x response. If further accuracy is desired and h is approximated
by ho + εh1, there will still be “order ε” error if the off-manifold dynamics
are neglected. To reduce the error to “order ε2,” it is necessary to include
h1 and approximate η to order ε2. This can be done by approximating the
off-manifold dynamics as

ε
dη

dt
≈ g(xo, η + ho + εh1) − ε

∂ho

∂x
f(xo, η + ho) (A.130)
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with

η(o) = zo − ho(x
o) − εh1(x

o) (A.131)

and ho, h1, ∂ho/∂x evaluated at x = xo. Additional illustrations of integral
manifolds and off-manifold dynamics are given in [63]–[69].
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Integration schemes, 13

Euler’s forward, 21
explicit, 155
implicit, 13

Internal-node model, 207

Jacobian, 198, 217, 227
algebraic equation, 217
load flow, 217

K1-K6 constants, 248

Laplace domain, 57
Lead-lag transfer function, 265
Leakage reactance, 39–41
Linear magnetic circuit, 36, 42
Linearization, 216, 228, 250
Load flow, 182, 184
Load models, 122, 130, 237

impedance, 133, 136, 139, 142,
178
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Low-frequency oscillations, 247, 248
Lowest-energy u.e.p method, 280

Lumped parameter modeling, 12
Lyapunov’s method, 280, 281, 294

Magnetic circuit, 30, 36, 39

constraints, 30
linear, 36, 39

nonlinear, 43
Magnetizing reactance, 41
Manifolds

integral, 315
Mode of instability, 280, 299

Model reduction, 315
Modeling, 8

Bergeron’s method, 14
classical model, 103, 141

exciter, 66
flux-decay model, 101, 138

governor, 82, 85
loads, 122, 130

multi-time-scale, 91
multimachine, 119

one-axis model, 101
synchronous machine, 23
transmission line, 8

turbine, 76, 82
two-axis model, 99, 134

voltage regulator, 71
Motor notation, 25

Multi-time-scale modeling, 91
Multidimensional potential well, 299

Multimachine models
classical model, 141

flux-decay, 199
internal node model, 207

reduced order, 199
structure preserving, 202

two-axis model, 147

Multimachine PEBS, 298

Natural frequency
undamped, 260, 266

NERC, 5
Network equations, 161

current-balance form, 163
power-balance form, 161

Newton’s method, 192
very dishonest, 198

Nonlinear magnetic circuit, 43, 47
Numerical solution

current-balance, 196
power-balance, 191

One-axis model, 101
Open-circuit voltage, 52
Operational impedance, 54, 59

Park’s transformation, 24, 26
Participation factors, 229
Partitioned-explicit, 191
Path-dependent integral, 302
PEBS, 280
Per-unit scaling, 24, 31, 33, 37
Phase lag, 265, 268
Phase lead, 266, 268
Phase velocity, 10
Phasors, 35, 51
Polar form, 159
Polarity, 25
Potential energy boundary surface, 280,

287, 294
Potential energy well, 293
Power balance, 27, 28
Power system stabilizer, 247, 263

design, 263
frequency domain design, 266
gain, 265
speed input, 263
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stabilizing signals, 263
torsional instability, 265
washout stage, 265

Prime mover, 82

Q-axis, 24, 187

Reactive power, 54
Rectangular form, 159
Reduced-order modeling, 199
Reference angle, 152, 245
Reference frames

center of inertia, 153, 191
machine, 26
synchronously rotating, 119

Reference node, 125
Region of attraction, 279, 307
Root locus, 259, 267
Rotor angle

absolute, 278
relative, 278

Saddle-node bifurcation, 240
Saturation, 43, 45, 48, 49, 67, 145

constraints, 30
exciter, 70
synchronous machine, 110

Self-excited dc exciters, 68
Separately excited dc exciters, 66
Shaft dynamics, 78
Shaft stiffness, 78
Simulation, 155
Simultaneous-implicit, 191
Single-machine steady state, 49
Singularity-induced bifurcation, 240
Speed governor, 82
Stability, 215, 277

small-signal, 215
transient, 277

Stability methods, 280

Stable equilibrium point (s.e.p), 279

Standstill test, 57

State-space analysis, 256

Static exciter, 200, 228

Stator algebraic equations, 159, 160

Stator/network transients, 93, 124

Steady state, 49

Steam turbine, 79

Structure-preserving model, 202

Structures, 2

physical, 2

political, 4

time-scale, 3

Sub-transient reactance, 40, 41

Synchronizing coefficient, 261

Synchronizing torque, 248, 255, 257,
260–263

Synchronous machine, 23

assumptions, 35

conventions and notation, 23

exciter, 65

inductance, 36

linear magnetic circuit model, 42

modeling, 23

nonlinear magnetic circuit model,
47

parameters, 40

Park’s transformation, 24, 26

per-unit scaling, 24, 31, 37

power balance, 28

saturation, 43, 45, 48, 49, 110

schematic, 24

steady-state circuit, 51

terminal constraints, 87

three damper winding model, 24

transformations and scaling, 26

Synchronously rotating reference frame,
119, 277
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T′do,T′qo, 40

T′′do,T′′qo, 40

Tap-changing-under-load (TCUL) trans-
formers, 3, 185

Terminal constraints, 87

Time constants, 48, 54

Topology, 125

Torque of electrical origin, 30, 52, 100
Torque-angle loop, 257, 260, 269

Torsional modes, 265

Transfer conductances, 245

Transformations

center of inertia, 153
machine–network, 160

Park’s, 24

synchronously rotating, 119

Transient algebraic circuit, 97, 100,
102, 104, 135, 141

Transient energy function, 282
Transient reactance, 40, 41

Transient stability, 277

first-swing, 207

Lyapunov’s method, 281

Transmission line models, 8
pi equivalent, 12

Trapezoidal rule, 13, 193

Turbine, 76

hydro, 77

model, 82
steam, 79

Two-axis model, 99, 100, 147

multimachine, 134

Uncompensated voltage, 74, 76
Unstable equilibrium point (u.e.p), 280

Voltage collapse, 241

Voltage regulator, 71

Voltage stability, 216

Voltage/current polarity, 25

Washout filter, 266, 268
WECC 3-machine system, 165

X′d, X′q, 40
X′′d,X′′q, 40
Xad per-unit system, 24
Xd, Xq, 39

Ybus, 165
Ybus, 157, 163, 180
Yreduced, 180

Zero eigenvalue, 226
Zero sequence, 49


